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ABSTRACT 

Large eddy simulation (LES) of incompressible channel flow at friction 

Reynolds number of Re = 1000 are conducted to investigate the 

wavenumber-frequency spectrum of turbulent wall pressure fluctuations. 

To assess the minimal cost of LES for accurately capturing wall-pressure 

fluctuations, various grid resolutions in both streamwise and spanwise 

directions in the boundary layer are investigated. All simulations were 

conducted using OpenFOAM, a computational fluid dynamics software 

package. The mean velocity profiles, turbulence intensities, and 

wavenumber-frequency spectrum obtained from different grid resolution 

are compared with other computational and experimental results. It is 

demonstrated that logarithmic layer mismatch (LLM) is observed in 

coarse spanwise grid resolution where the wall-shear stress deviates from 

the true data. On the other hand, coarse streamwise grid resolution can 

capture time-averaged quantities well, but for the wall pressure 

fluctuations, the higher grid resolution requirement is essential. Our 

analyses indicate that the wall pressure fluctuations are sensitive to the 

grid resolution, the near-wall, short-time and small-scale eddies need to 

be resolved for accurate prediction of the wall-pressure fluctuations. 

KEY WORDS:  Large eddy simulation; grid resolution; wall pressure 

fluctuation; wavenumber-frequency spectrum.  

INTRODUCTION 

Large Eddy Simulation (LES) method is a computational fluid dynamics 

(CFD) method that directly resolves the large-scale motions ("large 

eddies") while modeling the small-scale motions. In this method, 

approximately 80% of the energy-containing eddy structures are 

resolved, and the remaining small eddies are modeled using sub grid 

scale models. However, when the LES method encounters situations 

with wall-bounded flows, the eddy structures near the wall are 

constrained which results in the existence of numerous small-scale eddy 

structures containing significant energy near the wall. To effectively 

employ WRLES for resolving near-wall eddy structures, an extremely 

fine grid resolution is required near the wall. Although Wall-Modeled 

Large Eddy Simulation (WMLES) methods can reduce the 

computational grid requirements, further research and analysis are 

needed to simulate wall-pressure fluctuations accurately. Hence, the grid 

resolution for wall-resolved Large Eddy Simulation (WRLES) to 

accurately simulate wall-pressure fluctuations at minimal cost is 

discussed in this paper. 

The first formal estimate for the grid-point requirement for LES is 

conducted by Chapman (1979). He proposed grid resolution 

requirements for LES based on the relationship between the skin friction 

coefficient and Reynolds number within the boundary layer combined 

with the seventh-power velocity distribution law. According to his 

calculations, the grid point requirements for WMLES and WRLES is N 

~
2/5
LRe  , N ~

7/5
LRe , respectively. where N is the number of grid points

and L represents the characteristic length scale. However, the 

requirements he proposed is only effective for Re<106. Building upon 

Chapman's work, Choi and Moin (2012) proposed new grid point 

requirements for WMLES, WRLES and DNS by utilizing more accurate 

boundary layer flow formulations in high Reynolds number. The grid 

point requirements for WMLES, WRLES and DNS require N ~ LRe , N 

~
13/7
LRe and N ~ 

37/14
LRe , respectively. Based on these foundations,

Yang (2021) reevaluated the grid point requirements for spatially 

developing turbulent boundary layers in DNS, WRLES, and WMLES. 

Additionally, he estimated the time step requirements for different 

numerical computation methods. By combining the grid point 

requirements with the time step requirements, the estimated costs for 

DNS, WRLES, and WMLES are N ~ 
2.91
LRe  , N ~ 

2.72
LRe , and N ~ 

1.14
LRe , respectively. The methods mentioned above for estimating the 

number of grid points are based on the entire computational domain. For 

local grid scales near the wall boundary layer, Chapman (1979), Moin 

(1996), and Chung (2010), recommend Δx+ =50~100, Δz+ =15~30 for

WRLES. Where superscript + represents non-dimensionalized by using 

the wall units /   as characteristic length. Rezaeiravesh (2018) 

investigated the effect of grid resolution on a large eddy simulation of 

wall-bounded turbulence at Re =300, evaluated the error responses 

between the LES results including the wall mean friction velocity and 
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the cross-channel profiles of mean velocity and Reynolds stress 

components with DNS data. Based on these evaluations, grid ranges for 

these variables were recommend as Δx+ =10~45, Δz+  =7~30. However, 

their grid point estimations are designed specifically for time-averaged 

values. When calculating wall pressure fluctuations, a more refined grid 

resolution is necessary to fulfill the requirements for precise predictions. 

 

Wall pressure fluctuations serve as the predominant origins of flow-

generated noise in wall-bounded turbulence flows (Kravchenko et 

al,.1996; Chung et al,.2010). Based on the CFD approach, many scholars 

have established a series of spectral analysis methods to investigate the 

characteristics of wall pressure fluctuations. Kim (1989) pioneered the 

investigation of wall pressure fluctuations in turbulent channel flow at 

Re = 180 through DNS. The investigation specifically delved into 

aspects such as root mean square (r.m.s.) profiles, one-dimensional 

spectra (both in wavenumber and frequency), and probability density 

functions. Anantharamu and Mahesh (2020) proposed that the primary 

source of wall-pressure fluctuations originates in the buffer layer. 

Namely, in the region where y+ is greater than 5 and less than 30. 

Hu(2006) analyzed DNS data of turbulent channel flow at Re  = 90 ~ 

1440. The study focused on the scaling behavior of wall-pressure 

fluctuation spectra at different characteristic frequencies. Yang (2022) 

utilized spectral analysis methods to analysis wall pressure fluctuations. 

He conducted Direct Numerical Simulations (DNS) of turbulent channel 

flow at different Re  up to 1000. The study focused on the three-

dimensional spectrum of wall pressure fluctuations, consisting of 

streamwise wavenumber, spanwise wavenumber, and frequency. 

Additionally, he investigated the time decorrelation mechanisms of wall 

pressure fluctuations. Francis (2023) analyzed the temporal evolution of 

wall-pressure fluctuations, this study aims to estimate the wall pressure 

fluctuation spectrum. In this process, comprehensive estimations were 

made for the convective ridge as well as the sub-convective and low-

wavenumber components of the spectrum.  

 

In the present study, WRLES for channel flow at Re =1000 is presented. 

The primary objectives are to analyze the grid resolution requirements 

for time-averaged quantities and wall pressure fluctuations in WRLES. 
This paper is organized as follows. First, the numerical methods are 

introduced in detail, including governing equations and sub-grid scale 

(SGS) stress model. Then, the numerical setup for WRLES is presented. 

Following this, comparisons were presented between WRLES with 

different streamwise and spanwise grid resolutions and the 

corresponding results obtained from DNS. Finally, the conclusions of the 

present study are reported. 

 

NUMERICAL METHODS 
 

In LES, only the large energy-containing eddies are accurately computed. 

Small-scale eddies are not precisely computed, but their impact on the 

flow field is numerically simulated. By applying a filter to the 

incompressible N-S equation, the governing equations can be written as 
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Where iu (i =1, 2, and 3) is the filtered velocity component, p is the 

filtered pressure,   is the kinematic viscosity of the fluid,  and ij  is the 

SGS stress term, which can be written as 

2
- 2 ,

3
ij sgs ij sgs ijk S  =                                                                                      (3) 

where sgsk  is the SGS kinetic energy, ij is the Kronecker delta, sgs is 

the SGS eddy viscosity, and ijS   is the resolved strain-rate tensor. In this 

paper, the wall-adapting local eddy-viscosity (WALE) model (Nicoud & 

Ducros 1999) is utilized. The SGS eddy viscosity is obtained by 
3/2

2

5/2 5/4
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where wC =0.325 is the WALE coefficient, 
d
ijS  is the traceless 

symmetric part of the square of the velocity gradient tensor. 

 

NUMERICAL SETUP 
 

The focus of the present study is to validate and analyze turbulent 

channel flow simulations at various grid resolutions by comparing them 

with the DNS results obtained by Yang (2022) at Re =1000. The DNS 

were conducted for turbulent channel flow with the main dimensions of 

12.56h × 2h × 6.28h (length × width × depth), where 'h' represents half 

height of channel. All simulations were conducted using OpenFOAM, a 

computational fluid dynamics software package. 

 

Computational domain and mesh 

 

To save computational costs, the simulations utilized a computational 

domain for turbulent channel flow with dimensions of 6.28h × 2h × 3.14h. 

This study investigated impacts of various streamwise and spanwise grid 

resolutions to mean statistics and wall pressure fluctuations. Detailed 

grid information is provided in Table 1. The detailed grid information of 

Case 1 is depicted in Fig 1. The grids are uniformly distributed in the 

streamwise and spanwise. Along the wall-normal direction, the grid 

resolution varies proportionally with the distance from the wall, and the 

expansion ratio is set to 1.05. 

 

Table 1. Computational cases  

Case Δx+ ,Δy+ , Δz+  Total cells number 

1 15 , 1 , 15 9,878,400 

2 20 , 1 , 15 7,409,550 

3 30 , 1 , 15 4,939,700 

4 50 , 1 , 15 2,963,820 

5 15 , 1 , 10 14,817,600 

6 15 , 1 , 20 7,409,550 

7 15 , 1 , 30 4,939,700 

8 15 , 1 , 50 2,963,820 

 
Fig. 1. Computational mesh. (Case 1) 
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Boundary and initial conditions 

 

Periodic boundary conditions are applied in the streamwise and spanwise, 

while no-slip conditions are set for the solid walls. The flow is driven by 

a streamwise pressure gradient, and the pressure gradient is adjusted to 

maintain a constant mean velocity in the computational domain. In order 

to obtain the wavenumber–frequency spectra of turbulent wall pressure 

fluctuations in the time domain, a series of pressure sensors have 

distributed evenly along the streamwise direction at the bottom of the 

turbulent channel (y=0, z=1.57h). To save the time for the development 

of the velocity field, initial velocity perturbations are imparted to 

expedite the transition from laminar to fully developed turbulent flow 

(Villiers, 2006). For the present study, a second-order linear scheme is 

used to discretized the convection terms, as for time integration, an 

implicit second-order backward scheme is used. PISO algorithm is used 

to solve the coupled pressure–velocity equation. The time step is set as 

0.01s to ensure that the maximum Courant number is less than 0.5. All 

simulations are performed for a duration exceeding 15 dimensionless 

time units ( /tu h ) after the physical quantities reach a quasi-stationary 

state to ensure sufficient periods for obtaining stable statistics for 

subsequent analysis. 

 

RESULTS AND DISCUSSION 

 

In this section, the results of different grid resolution of streamwise and 

spanwise will be presented. Both the time-averaged properties and the 

spectrum of wall pressure fluctuations will be analyzed. 

 

Mean flow statistics  

 

The time-averaged properties are analyzed prior to the recording of 

pressure data at the monitoring points. Table 2 shows the average 

variables of turbulent channel flow under different cases. The theoretical 

values are calculated by 2/ 0.5f wC U = and 

0.0116
0/ 1.28RecU U −=  proposed by Dean (1978), where cU  is the 

velocity of centerline of the channel. It can be observed that the actual 

computed values are consistently smaller than the values predicted by 

empirical formulas, with minimal influence from changes in the 

streamwise grid, but significant influence are observed in the spanwise 

direction. The mean velocity profiles of different streamwise and 

spanwise grid resolution along the wall-normal directions are presented 

in Fig. 2 and Fig. 3 respectively. The mean velocity has been averaged 

both temporally and spatially. Spatial averaging is performed within the 

X-Z plane. The mean velocity and the distance away from the wall are 

both nondimensionalized by the friction velocity and the molecular 

viscosity, which can be written as /u u u
+ = , /y yu + =  , 

respectively. The friction velocity /wu  = , where w  represents 

the mean wall shear stress. Note that in Fig.2, expanding the streamwise 

grid resolution while maintaining grid resolution in the spanwise has a 

negligible impact on the mean velocity profile. All cases have good 

agreement with both the logarithmic law log /U y B+ += + ,where 

=0.4 and B=5.5 are constants (Bailey, 2014) and DNS results (Yang, 

2022) in the viscous sublayer and the logarithmic layer. However, in 

Fig.3, changing the spanwise grid resolution has a significant impact on 

the results. The calculation results are favorable only when Δz+ ≤15. 

While alterations to the streamwise grid resolution have minimal effects 

on the computed results in the viscous sublayer, having favorable 

agreement with the reference data, as y+  increases, the LLM 

phenomenon occurs with the coarser grid resolution in the logarithmic 

region, which is mainly caused by error in the wall friction velocity. As 

the wall friction velocity decreases, the amplitude of the mean velocity 

profile in the logarithmic region is significantly elevated, ultimately 

leading to the LLM phenomenon. 
 

Table 2. Mean flow statistics  

Case fC  0/cU U  

Theoretical value 0.00500 1.1410 

1 0.00470 1.1369 

2 0.00465 1.1331 

3 0.00459 1.1315 

4 0.00456 1.1281 

5 0.00476 1.1382 

6 0.00437 1.1217 

7 0.00396 1.1181 

8 0.00318 1.1184 

 

 
Fig. 2. Mean velocity profile of different streamwise grid resolution. 

 

 
 

Fig. 3. Mean velocity profile of different spanwise grid resolution. 
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(a) 

 
(b) 

Fig. 4. Profiles of root mean square of velocity fluctuations and SGS 

shear stress (superscript + represents non-dimensionalized by friction 

velocity u ). (a) different streamwise grid resolution, (b) different 

spanwise grid resolution. 

 

 

The impact of the grid resolution on the root mean square (rms) values 

of streamwise, wall-normal, spanwise velocity fluctuations and the SGS 

shear stress are illustrated in Fig. 4. Additionally, comparative data from 

DNS (Lee & Moser, 2015) is provided for reference. Fig. 4(a) and Figure 

4(b) show root mean square of velocity fluctuations of different 

streamwise and spanwise grid resolution, respectively. As for 

streamwise grid resolution, the wall-normal and spanwise velocity 

fluctuations are observed similar results for the four different streamwise 

grid resolution. For the streamwise velocity fluctuations, there is a 

significant difference in peak values among the four streamwise grid 

resolution, with larger grid scales yielding higher predicted peaks and 

greater deviations from DNS results. For coarse spanwise grid resolution, 

not only are the peak values in the streamwise direction overestimated, 

but the peak values in the spanwise direction are also subject to 

overestimation, and the magnitude of this overestimation is even more 

substantial. As for the SGS shear stress, all cases align well with the DNS 

results. In general, an insufficient streamwise grid resolution can lead to 

an overestimation of streamwise velocity fluctuations, on the other hand, 

an insufficient spanwise grid resolution can lead to an exaggerated 

overprediction for both streamwise and spanwise velocity fluctuations.  

 

Wall pressure fluctuation 

 

The current analysis of turbulent wall pressure fluctuations primarily 

relies on Fourier analysis to achieve the transformation between the 

time-space and wavenumber-frequency domains. This allows for the 

investigation of statistical characteristics of signals in the wavenumber-

frequency domain. The wavenumber-frequency spectrum of wall 

pressure fluctuations is then calculated as 

 

( )( , ) ( ,, ) kk R e d d      
+

−  +

−
=                                                      (5) 

 

Since all the LES data are calculated on discrete grids, in the present 

study, the wavenumber-frequency spectrum is obtained through Fast 

Fourier Transform (FFT) of the discretized signal of turbulent pressure 

fluctuations. Subsequently, ensemble averaging of the square of its 

amplitude is performed to obtain the wavenumber-frequency spectrum 

as 
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where pm represents the pressure measured at the wall pressure sensor, 

∆x represents the spacing between measurement points, and ∆t 

represents the time step. N represents the total sampling time, M 

represents the number of wall pressure sensors, W(xm, tn) is the window 

function, and in this paper, the Hanning window is chosen. Cw is defined 

as follows: 

 

( )2

1 1 ,

,
N M

m n
n m

w

W x t

C
NM

= =
 

=                                                                          (7) 

 

The pressure spectrum in the frequency domain of single point of the 

turbulent boundary layer wall pressure fluctuations, ( )pp  , is 

obtained from the wavenumber–frequency spectrum, ( , )pp k   by 

using 

 

( ) ( , ) ,pp ppw k w dk 


−
=                                                                       (8) 

 

Fig. 5 shows the one-dimensional frequency spectra of turbulent 

boundary layer wall pressure fluctuations of the four streamwise grid 

resolutions, obtained from the present LES and non-dimensionalized 

with inner variables, 
2( ) /pp wu    . The dimensionless spectra are 

compared with DNS data (Yang, 2022). At small frequencies, the 

magnitudes of one-dimensional spectra of all streamwise grid resolution 

agrees well with the DNS results. However, in the high frequency region, 

as the grid resolution becomes coarser, the frequencies where its 

amplitude starts to decay occur smaller, and the decay rate is faster. This 

leads to significant mismatches between the LES and DNS results in high 

frequency region. Moreover, with grids goes coarser, the cutoff 

frequency which refers to the upper limit frequency of the vortical scales 

considered in the simulation goes earlier, resulting in reduced confidence 

in the calculated amplitude of the spectrum in the high-frequency region.  
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Fig. 5. One-dimensional frequency spectra of wall pressure fluctuations 

of different streamwise grid resolution. Spectra are non-dimensionalized 

using inner variables. The DNS results of Yang (2022) are shown for 

comparison. 

 

 

 
(a) 

 

 
(b) 

 
(c) 

 
(d) 

Fig. 6. Two-dimensional wavenumber-frequency spectra of wall 

pressure fluctuations of different streamwise grid resolution. (a) Δx+

=15, (b) Δx+ =20, (c) Δx+ =30, and (d) Δx+ =50. Spectra are non-

dimensionalized using inner variables.  

 

 

The wavenumber-frequency spectra offer spatial and temporal features 

of wall pressure fluctuations in turbulent boundary layer which can be 

an input to the analysis of radiated noise. In the wavenumber-frequency 

spectra, most of the spectral power is concentrated in the region of 

convective ridge, and the slope of the convective ridge is called 

convection velocity. Fig. 6 shows the two-dimensional wavenumber-

frequency spectra of wall pressure fluctuations of four different 

streamwise grid resolutions. As the streamwise grid resolution becomes 

coarser, the amplitude of the wavenumber-frequency spectrum in the 

convective ridge region decreases. This is due to the inability of the grid 

resolution in the streamwise direction to resolve high-frequency and 

high-wavenumber structures, leading to the underestimation of the 

amplitude of the wavenumber-frequency spectrum. 

 

 

CONCLUSIONS 

 

In this paper, large eddy simulation was carried out for the turbulent 

channel flow at Re = 1000 to study the impact of various grid 

resolutions to wavenumber–frequency spectrum of wall pressure 

fluctuations. The present numerical results are compared with DNS data,  
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and analyzed the effect of different grid resolutions by comparing the 

results of mean flow statistics and spectra of wall pressure fluctuations. 

Several conclusions are discussed below.  

 

The mean velocity profile is insensitive to the streamwise grid resolution, 

but for spanwise, coarse grid resolution result in a significant 

discrepancy between the calculated and actual values of wall shear stress, 

and ultimately leading to the logarithmic layer mismatch (LLM). For the 

velocity fluctuations, coarse streamwise grid resolution will cause 

exaggerated peak values of streamwise velocity fluctuations, while 

coarse spanwise grid resolution will lead to more exaggerated peak 

values of both streamwise and spanwise velocity fluctuations. For the 

spectrum of wall pressure fluctuations, due to significant discrepancies 

in time-averaged quantities of insufficient spanwise grid resolution, only 

the effects of streamwise are analyzed. In one-dimensional frequency 

spectra, coarse streamwise grid resolution will result in premature 

amplitude decay and an earlier cutoff frequency, leading to significant 

discrepancies between the predicted and actual results in the high-

frequency region. Besides, in two-dimensional wavenumber-frequency 

spectra, coarse streamwise grid resolution will lead to a decreasing of the 

amplitude of the wavenumber-frequency spectrum in the convective 

ridge region, which indicates a poor capture of high-frequency and high-

wavenumber fluctuations. 

 

As a final remark in this paper, we note that it is essential to ensure that 

Δz+  ≤15 to obtain accurate flow properties. For streamwise, Δx+ =50 is 

enough for time-averaged statistics, but for wall pressure fluctuations, 

Δx+ =15 is essential to ensure the near-wall, short-time and small-scale 

eddies are resolved for accurate prediction. 
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