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Abstract: Yaw-based wake steering control is a potential way to improve wind plant overall perfor-

mance. For its engineering application, it is crucial to accurately predict the turbine wakes under 

various yawed conditions within a short time. In this work, a two-dimensional analytical model is 

proposed for far wake modeling under yawed conditions by taking the self-similarity assumption 

for the streamwise velocity deficit and skewness angle at hub height. The proposed model can be 

applied to predict the wake center trajectory, streamwise velocity, and transverse velocity in the far-

wake region downstream of a yawed turbine. For validation purposes, predictions by the newly 

proposed model are compared to wind tunnel measurements and large-eddy simulation data. The 

results show that the proposed model has significantly high accuracy and outperforms other com-

mon wake models. More importantly, the equations of the new proposed model are simple, the 

wake growth rate is the only parameter to be specified, which makes the model easy to be used in 

practice. 

Keywords: yawed wind turbine; analytical wake model; wake deflection; streamwise velocity def-

icit; transverse velocity 

 

1. Introduction 

With the rapid growth in demand for renewable resources, wind energy production 

has aroused more and more attention. To maximize the wind resources in limited availa-

ble lands and reduce the maintenance costs, wind turbines are commonly installed to-

gether in wind power plants. An accompanying drawback is the complex wake effects, 

including a lower wind speed and an enhanced turbulence intensity level. Research [1] 

has revealed that, compared with the ideal un-wake state, the power loss of the wind farm 

caused by wakes can up to 20%. Apart from decreased energy capture, the high turbu-

lence intensity level in the wake region also increases fatigue and dynamic loads for the 

downstream turbines, and further, affecting their lifetimes [2,3]. 

In order to mitigate wake interferences, different active wake control strategies were 

proposed and investigated in recent years. For example, reducing the axial induction of 

the upstream wind turbine by adjusting tip speed ratio, blade pitch, or torque has been 

studied in [4–6]. Another promising approach is to redirect turbine wake by an intentional 

yaw misalignment [7,8], which is implemented by altering the yaw angle of the upwind 

turbine intentionally when it is aligned to the inflow wind direction. By doing so, the 

wake trajectory of the controlled upstream turbine will deviate from the inline down-

stream wind turbines, whereby the latter can capture more energy from the wake flow 
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and compensate for the power loss of the upstream turbine in a global view. For an appli-

cation of such an operation control, it is crucial to fully understand the wake characteris-

tics of the yawed wind turbine under various conditions. 

The first effort to study the yawed turbine wake was made by Jimenez et al. [9], who 

used large eddy simulation, together with the actuator disk model, to investigate the wake 

deflection and trajectory under a range of yaw angles and thrust coefficients. For the given 

model parameters in their study, a qualitative agreement was found in the comparison of 

the LES results, analytical model, and experimental data. By applying open source CFD 

tool SOWFA, Fleming et al. [10,11] tested several possible approaches on redirecting tur-

bine wakes, and the results showed that yaw angle control is a more effective method for 

wake deviation, compared to other proposed control strategies, such as modifying the tilt 

angle or downrating through blade pitch control. Furthermore, in the studies of Wang et 

al. [12] and Miao et al. [13], similar conclusions were also obtained. Gebraad et al. [14] 

later conducted a numerical investigation on wind farm power optimization by altering 

the yaw settings of wind turbines. They found that wind plant control based on yaw mis-

alignment can increase electrical power generation for different configurations of the 

wind farm and reduce the loading on downstream wind turbines. In the work of Vollmer 

et al. [15], the difference in wake shape and wake deflection downstream of a yawed tur-

bine was explored under three typical atmospheric thermal stabilities, and an increase in 

the uncertainty of wake deflection estimation was found with decreasing atmospheric sta-

bility. 

Apart from high fidelity numerical simulations, wind tunnel tests are also widely 

used in studying yawed turbine properties and wake features, as well as the effects of yaw 

angle control on the efficiency of wind farms.  

Howland et al. [16] experimentally studied the wake deflection and wake shape in 

yawed conditions behind a porous disk model turbine, the measured velocity distribution 

and wake center trajectory at different downwind distances were compared with prior 

studies and model predictions. By using Laser Doppler anemometry, Schottler et al. [17] 

performed several wind tunnel tests to investigate wake features for different yaw angles, 

and a new method was introduced to parameterize the yawed wake shape. In order to 

better understand the interaction between the yawed turbine wake and the turbulent 

boundary layer, Bastankhah and Porté-Agel [18] carried out an experimental study on the 

performance of a model wind turbine and its wake in a neutral atmospheric condition 

under different yaw angles and tip speed ratios. The results suggested that as the yaw 

angle increases, both the power and thrust coefficients decrease, and the wake deflection 

increases. Additionally, a nonsymmetric flow distribution of the induced velocity was 

found upstream of the yawed wind turbine, it should be taken into account for the pre-

diction of the loading distribution. Focusing on two tandem arranged wind turbines, 

Ozbay et al. [19] conducted wind tunnel measurements to assess the impact of the yaw 

behavior of upstream wind turbines on the overall performance of wind plants. They 

found that when the first wind turbine was operated at different yaw angles, the total 

power generation varied greatly, closely related to the turbulence intensity level of the 

incoming wind. 

In real-world engineering scenarios, for example, when optimizing wind farms’ 

power by controlling yaw angles of wind turbines, in order to obtain the best yaw setting, 

it is necessary to examine each possible scheme. Obviously, under such conditions, relying 

on time-consuming numerical simulations or wind tunnel measurements is unfeasible. 

Furthermore, due to the impacts of atmospheric turbulence, thermal stability, etc. [20,21], 

the wind turbine is often exposed to a variable inflow environment. Therefore, assessing 

the effectiveness of yaw angle control under a wide variety of conditions is indispensable. 

To satisfy the fast prediction requirements in real engineering applications, developing 

simple and high-efficiency analytical models for the yawed turbine wake is needed, and 

many efforts have been made previously by researchers in the wind energy community. 
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According to the conservation of mass and momentum for a control volume around 

the yawed wind turbine, and the top-hat distribution assumption for both velocity deficit 

and skew angle profiles, Jimenez et al. [9] firstly proposed an analytical model to predict 

the yawed wake in which the skew angle is expressed as a function of yaw angle and 

thrust coefficient. Later, by integrating the skew angle, Gebraad et al. [14] and Howland 

et al. [22] obtained the wake center trajectory. However, as pointed out in references 

[23,24], the accuracy of such analytical models is questioned as the top-hat shape for ve-

locity deficit profile is not realistic. 

Based on measurements from high-resolution wind tunnel tests [18], Bastankhah and 

Porté-Agel [25] simplify the Reynolds-averaged Navier Stokes equations, combining with 

the self-similar Gaussian distributions for velocity deficit and skew angle profiles, they 

built a realistic analytical model for the far-wake region in yawed conditions. Although 

good consistency is found between the experimental results and model predictions, mul-

tiple parameters in the wake model need to be specified. In particular, to find the wake 

characteristics in the onset of the far-wake region, it is necessary to determine the length 

of the potential core, and for this purpose, values of two empirical parameters are sup-

posed to be first estimated. However, as the author said, it is difficult to find the universal 

values, their estimations strongly depend on numerical simulations or wind tunnel exper-

iments. Obviously, the applicability of the wake model is greatly limited. Different from 

the Bastankhah–Porté-Agel model that completely relied on the Gaussian assumption, 

Qian and Ishihara [26,27] later proposed another wake model, adopting a Gaussian dis-

tribution for velocity deficit, but a top-hat shape for skew angle. In that wake model, the 

input parameters are modeled as functions of ambient turbulence intensity and thrust co-

efficient, which is considered to enhance the model applicability, but more validation 

works are required.  

In addition to the streamwise velocity, the transverse velocity, caused by the lateral 

force exerted by the yawed wind turbine on the incoming airflow, is also important. It 

deflects the wake of the yawed turbine itself to one side and deviates the wake trajectory 

of an aligned non-yawed downwind turbine from its centerline. Such a “secondary steer-

ing effect” has been reported in many previous studies [28,29] and is considered to have 

a great impact on the power generation for the wind farm under yawed conditions. There-

fore, in the analytical wake models for yawed wind turbines, it is necessary to include the 

prediction for the transverse velocity. However, in the existing models [25,30], although 

researchers have conducted valuable analysis on the characteristics of transverse velocity, 

in real-world applications, these models cannot fully exploit their advantages since many 

model parameters are required and some are difficult to specify directly. 

Different from the conventional analytical models based on the geometrical deflec-

tion at turbine hub height, researchers have also developed some three-dimensional (3D) 

models [29,31] including wake curling physics. However, studies in that field are not ma-

ture enough, and some important factors are not taken into account for the available ver-

sions of those models, for example, the added turbulence intensity induced by wind tur-

bines and the vortex decay effect. This results in some differences between model predic-

tions and the real yawed wake flow. As a consequence, models of this kind are rarely used 

in engineering projects at present. 

As illustrated above, the potential of the wake steering strategy based on yaw angle 

control has been validated in a number of numerical simulations and wind tunnel meas-

urements. Furthermore, considering the requirement for fast wake predictions in real en-

gineering projects, such as deploying the real-time yaw control in wind farms or assessing 

the impact of control strategy on annual energy production, the importance of wake mod-

els is self-evident. However, there are still problems of effectiveness and universality for 

the existing commonly used analytical models. Therefore, it is essential to develop a sim-

ple model that can predict the key wake characteristics for the yawed turbine with ac-

ceptable accuracy. 
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The remainder of this paper is organized as follows: In Section 2, a brief introduction 

of the LES framework and numerical setup are presented. The simulation results for dif-

ferent yaw angles are displayed and analyzed in Section 3. Based on the simulation results 

and theoretical analysis, in Section 4, a new analytical model for predicting the wake de-

flection and streamwise velocity downstream of a yawed wind turbine is proposed and 

validated. In Section 5, the proposed new model is extended to incorporate the transverse 

velocity prediction in the far-wake region. Finally, conclusions and a summary are pro-

vided in Section 6. 

2. Large-Eddy Simulation Framework 

As an important step toward the development of analytical wake models for yawed 

wind turbines, it is necessary to have a good knowledge of the yawed wake. Therefore, in 

the following, we examine the influence of yaw angle on the mean wake behind a wind 

turbine. The study was performed through simulation experiments with a high-fidelity 

tool, SOWFA [32], which is an open source software developed by the National Renewa-

ble Energy Laboratory (NREL). 

The governing equations used in SOWFA are firstly introduced in Section 2.1. Then, 

the actuator line model [33] adopted to parameterize the turbine-induced force is given in 

Section 2.2. In Section 2.3, the setups of the numerical simulations are described in detail. 

2.1. Governing Equations 

By comparing with the spatial filter scale, in the LES technique, turbulent structures 

are divided into two parts—resolved scale and subgrid scale. The former is larger than 

the filter scale, and it is resolved as its name implies; the contribution of the latter to the 

resolved flow field is commonly parameterized by using SGS models. 

In order to obtain the dynamic characteristics of the resolved scale eddies, the filtered 

continuity equation, the filtered momentum equation, and the filtered transport equation 

for virtual potential temperature are solved, which are expressed as follows:  
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where the overbar represents the spatial filtering, iu  is the filtered velocity, which has 

three components, 1, 2,3i   corresponding to the x-axis, y-axis, and z-axis direction in the 

Cartesian coordinate system, respectively. 
In Equation (2), t  is the time; term I is the background driving pressure gradient, 

which adjusts at every time step to achieve a desired wind vector at the set height, where 
31.225kg m  is constant density of incompressible air; term II is the gradient of the 

modified pressure variable, p , which has two parts, the resolved scale static pressure 

normalized by  and one-third of the trace of the stress tensor, i.e., 

  , 3d kkp p p x y gz      ; In term III, 3D
ij ij ij kk      donates the deviatoric 

part of the stress tensor, where ij  is the Kronecker delta tensor; term IV reflects the effect 

of the Coriolis force, arising from the rotation of Earth, ijk  is the alternating unit tensor, 
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and j  is the rotation rate vector defined as    0, cos , sin       , where   is the 

planetary rotation rate, and   is the latitude. In this work, let 57.27 10 rad s    and 

45 N  ; the buoyancy effects are accounted for via the Boussinesq approximation in 

term V, where ig  is the gravitational constant, which is set to 9.81 
2m s ,   is the re-

solved potential temperature, and 0  refers to the reference temperature taken to be 300 

K. In term VI, iF  represents the body force exerted by the wind turbine on the flow field. 

In Equation (3), jq  denotes the flux of temperature. Note that Equation (3) needs to 

be solved only for a non-neutral atmospheric boundary layer (ABL). 

The effects of the unresolved scales on the evolution of iu  and   appear in the 

stress D
ij  and the temperature flux jq . Both D

ij  and jq  consist of a viscous and an SGS 

part. 

Due to the Reynolds number of the ABL is significantly high, no near-ground viscous 

processes are resolved, and the viscous term is neglected in both the momentum and po-

tential temperature equations. Hence, the SGS effects are much more dominant unless the 

flow is very close to the ground. In the simulations, a parameterization strategy adopted 

in SOWFA consists of computing the deviatoric part of the stress tensor with an eddy-

viscosity model [34] and the temperature flux with an eddy-diffusivity model,  given by 

2D SGS
ij ijS    (4) 

Pr
j

t j

SGS

q
x

 
 


 (5) 

where Prt  is the turbulent Prandtl number, for the neutral stability condition considered 

here, it is set to 1/3; 
SGS  is the eddy viscosity, which can be calculated based on the 

Smagorinsky model as follows:  

2 1 2( ) (2 )SGS
s ij ijC S S    (6) 

where sC  is the Smagorinsky coefficient, taken to be 0.13;   is the filter scaler,  

1
( )

2

ji
ij

j i

uu
S

x x


 

 
 is the filtered rate of the strain tensor. 

2.2. Actuator Line Model 

Full-scale blade-resolving simulations require lots of computational resources. Fur-

thermore, flow features in the boundary layer on the blade surface were not the focus of 

the present work. Consequently, the actuator line model (ALM) proposed by Sørensen 

and Shen [33] was applied to model the interaction of the wind turbine blades with the 

wind in this work. In ALM, each turbine blade was treated as a rotating line source of 

body forces and divided into numerous blade elements, which were assumed as two-di-

mensional airfoils. Based on the local flow conditions sampled from the LES flow field 

and tabulated airfoil data, the blade-induced forces along the actuator line could be deter-

mined. A schematic of the lift and drag forces acting on a blade element and the local 

velocity relative to the rotating blade are displayed in Figure 1. 
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Figure 1. A cross-sectional blade element. 

In Figure 1,   is the local twist,   is the angle between the local relative velocity and 

the rotating blade element,   is the angle of attack, defined as     , and relU  is 

the magnitude of the local relative velocity, which is determined by 

2 2( )rel xU U r U     (7) 

where xU  and U  are the axial and tangential velocity components of the inflow wind 

at the blade element, respectively;   is the rotational speed of the turbine rotor.  

According to the local flow condition and the airfoil data, the aerodynamic force act-

ing at each blade element can be calculated and expressed as 

21
=

2
l relL C U cdr  (8) 

21
D=

2
d relC U cdr  (9) 

where   is the air density, c  is the local chord length, dr  is the blade element width, 

lC  and dC  are the lift and drag coefficients, respectively.  

After calculating the aerodynamic force at each blade element, the equal and opposite 

force is projected smoothly onto the flow field as volumetric body forces that enter the 

momentum equation (i.e., term VI in Equation (2)). Commonly, a three-dimensional 

Gaussian is used as the projection function, and the body force at a certain location 

( , , )x y z  in the flow field is given by 

2

3 2/3
1

1
( , , , ) ( , , , ) exp[ ]

N
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i i i i

i

d
F x y z t f x y z t

 
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 
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where i  is the index number, if  is the aerodynamic force acting at the blade element i

, id  is the distance between the location ( , , )x y z  and that of the airfoil element i  at 

( , , )i i ix y z .   is a constant parameter that determines the projection width, it affects the 

numerical stability and impacts the aerodynamic performance of the wind turbine [32,35]. 

In this work, according to the results of the internal sensitivity studies, we chose   as 

5.0, about twice the grid size around the wind turbine, which is also a recommended value 

by Troldborg et al. [36]. 

2.3. Numerical Setup 

The entire simulation was divided into two stages. Firstly, a precursor simulation of 

a neutral boundary layer (NBL) flow without wind turbines was carried out to generate 

inflow conditions for the wind turbine wake simulation. As shown in Figure 2, the com-

putational domain extends 3000 m × 3000 m × 1008 m and is divided uniformly into 250 × 

250 × 84 grid points in the x, y, and z coordinate directions, respectively. In this simulation 
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stage, all lateral boundaries were periodic, and a frictionless slip-wall boundary condition 

was applied at the upper boundary. Additionally, as mentioned above, both viscous and 

SGS effects are important at the bottom surface, implying that a sufficiently fine mesh is 

required to resolve the inner-layer structures near the rough boundary surface. To avoid 

such restriction, a surface model [37] was employed, in which, SGS and viscous stresses 

and temperature fluxes are lumped together, and the method has been widely employed 

in the simulations for the atmospheric boundary layers [38,39]. The surface aerodynamic 

roughness height in this work was set to 0.001 m, typical of the offshore conditions. The 

horizontal time-averaged wind speed at hub height was driven to 8 m/s from the south-

west, instead of being aligned with the x-axis direction. By doing so, the generated turbu-

lent structures can move more realistically in the computational domain without being 

trapped by the periodic boundaries. Overall, the setup was the same as that for the inflow 

condition in reference [32]; it has been validated before and represents a realistic scenario. 

The precursor simulation ran for 18,000 s at first to ensure reaching a quasi-steady condi-

tion. Then, it ran another 1000 s, and during that time, the relevant flow variables on the 

upstream boundary were stored at every time step, which would be enforced as the inflow 

boundary condition in the second simulation stage.  

In the second stage, the wind turbine was immersed in the flow field and hence also 

referred to as “wind turbine wake simulation.” Note that boundary conditions of the sec-

ond stage simulations are quite different from the precursor simulation. In particular, only 

the side boundaries are periodic; for the upstream boundary condition, as described 

above, it was specified using the saved turbulent data; on the downstream boundary, the 

velocity gradient was taken to be zero so that the generated turbulence structures in the 

precursor stage could enter the computational domain, and the turbine-induced wakes 

would be allowed to exit without cycling back. Moreover, we locally refined the mesh 

around the wind turbine and its wake so as to gain the resolution required to capture the 

wake structures. Specifically, the mesh refinement was carried out in two steps. In the first 

stage, the rectangular region had a length of 19D and a width of 4D, and the mesh cell size 

was divided in half of the background mesh, i.e., uniformly 6 m in all directions. In the 

second stage, the resolution of the inner zone with a length of 17D and a 3D width was 

further refined to 3 m cells. Details on the wind turbine position and the domain mesh are 

displayed in Figure 2. 

 

(a) 
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(b) 

Figure 2. Overview of the simulation setup: (a) horizontal section at turbine hub height; (b) vertical 

section through the center of the wind turbine. 

The wind turbine used in this paper is the NREL 5 MW reference turbine including 

its baseline controller. This is a three-blade upwind turbine with a hub height of 90 m and 

a rotor diameter of 126 m. More details about it can be found in reference [40], which is 

publicly available. Note that in order to exclude wake displacements due to vertical mo-

mentum, no vertical tilt is applied to the turbine rotor. Although in fact there is a 5.0 shaft 

tilt to avoid the blade-tower collision. 

To systematically investigate the yawing effect, four numerical simulations were car-

ried out, in which yaw angles of the wind turbine are set to 0°, 10°, 20°, and 30°. The thrust 

coefficient of the yawed wind turbine in this study is defined as 

2
0

=
0.5

T
T

F
C

A u 

 (11) 

where TF  is the total force exerted on the wind turbine,   is the air density, 0A  is rotor 

area, and u  is the mean incoming velocity at turbine hub height.  

3. Numerical Results 

The main characteristics of the simulated inflow condition are presented in Section 

3.1. Then, the numerical results for wind turbine wake simulation under the non-yawed 

condition are validated in Section 3.2. In Section 3.3, turbine wake properties with differ-

ent yaw angles are analyzed. 

3.1. Inflow 

In the precursor simulation, after the turbulent boundary layer flow reached a quasi-

equilibrium state, we extracted the flow field data in the next 1000 s, and then, the statis-

tical features of the inflow condition were obtained by taking the average of the sampled 

data. 

In Figure 3, the vertical profiles of the normalized streamwise inflow velocity and the 

streamwise turbulence intensity are shown. Specifically, the mean incoming wind speed 

and the turbulence intensity at hub height are about 8 m/s and 5.8%, respectively. Fur-

thermore, to assess the simulated boundary layer flow, we plotted the measured stream-

wise velocity profile and the perfect logarithmic velocity profile on a semi-log scale, and 

as is displayed in Figure 3c, they are denoted by black dots and solid line, respectively. It 

can be seen from Figure 3c that below approximately 100 m, corresponding to the position 

of 010z D   in the x label, the measured inflow velocity profile substantially satisfies 

the law of the wall scaling. This is an important feature to distinguish the neutral bound-

ary layer (NBL) flow from other thermal stabilities, indicating that the desired inflow con-

dition can be created well in the precursor simulation. 
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(a) 

 

(b) 

 

(c) 

Figure 3. Main features of the incoming flow: vertical profiles of (a) the normalized streamwise inflow velocity and (b) the 

streamwise turbulence intensity. The horizontal dashed line indicates the hub height level; (c) vertical profile of the nor-

malized streamwise inflow velocity on a semi-log scale. The black solid line represents perfect law-of-the-wall scaling. 

3.2. Validation of Numerical Model 

Next, we examine the accuracy of wind turbine wake simulation. The mean wake 

velocity deficits under the non-yawed condition are compared with the results from 

Churchfield et al. [32], which is widely accepted and cited. In their works, the wake flow 

features and aerodynamic performance of the NREL 5-MW wind turbine were investi-

gated under the same inflow condition as the current simulation. Figure 4 compares the 

horizontal as well as vertical profiles of the normalized streamwise velocity deficit in the 

present work and that calculated by Churchfield et al., and a good agreement is found at 

different downwind locations. 

 

Figure 4. Profiles of the normalized mean streamwise velocity deficit in (a) the horizontal hub-height 

plane and (b) the vertical plane normal to the wind turbine under non-yawed conditions. 

Considering that in all numerical simulations in the present work, except for the yaw 

angle of wind turbines, other settings are the same, including the same computational 

domain, boundary conditions, inflow condition, time steps, etc. Therefore, according to 

the above comparisons, it is reasonable to acknowledge that the LES results of the wind 

turbine wake simulations with different yaw angles are accurate. 

3.3. Wake Deflection and Velocity Deficit 

In this section, we present the results from large-eddy simulations of the wake flow 

behind a wind turbine at different yaw angles. Emphasis is placed on wake deflection and 
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velocity deficit distribution, as they are the key characteristics of the yawed turbine wake 

and are important for building analytical models. 

Figure 5 shows contour plots of the mean streamwise velocity deficit in the horizontal 

cross section at turbine hub height for γ = 0°, γ = 10°, γ = 20°, and γ = 30°. As expected, the 

wake region behind the yawed wind turbine moves away from the centerline with in-

creasing downstream distance, and as the yaw angle increase, the wake deflection be-

comes more intense. In addition, for larger yaw angles, due to the decreased effective rotor 

area facing the incoming wind, both the momentum extracted from the ambient airflow 

and the thrust coefficient of the wind turbine are reduced; further, the wake width and 

velocity deficit in the wake region are also decreased accordingly. In each subgraph, the 

black dashed lines represent the mean streamwise velocity deficit profiles, which are 

found approximately satisfy the Gaussian distribution after some downstream distance, 

whether the wind turbine is yawed or not. Such wake behavior has also been reported in 

previous studies [41,42]. 

 

Figure 5. Contour plots of normalized streamwise velocity deficit in the horizontal height plane at 

hub height with different yaw angles. The black solid lines denote the wind turbine rotors. The black 

dashed lines present the velocity deficit profiles at different downwind locations. 

In order to further examine the self-similar Gaussian characteristics for the stream-

wise velocity deficit profiles at different yaw angles, the mean velocity deficit in the hori-

zontal hub height plane, normalized by its maximum, is plotted as a function of the nor-

malized radial distance from the wake center, as displayed in Figure 6. Note that the wake 

center is defined as the point where the velocity deficit is the maximum at each downwind 

location, 1 2r  is the half-width of the wake, which is the distance between the wake center 

and the point where the velocity deficit is half of the maximum value. From Figure 6, it is 

clear that the normalized velocity deficit profiles at different downwind distances collapse 

onto a single Gaussian curve, except near the edge of the wake where the shear is strong. 

Therefore, it is reasonable to take a Gaussian distributed shape for the velocity deficit pro-

file in the far-wake region downstream of a yawed wind turbine. 
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Figure 6. The self-similar lateral profiles of the streamwise velocity deficit at different downstream 

locations for different yaw angles. 

Additionally, properly estimate the variation of wake width is also critical for pre-

dicting the wake velocity distribution. To quantify the wake expansion, the standard de-

viation (indicated as u D  in the y label of Figure 7) of the Gaussian curve fitted to the 

velocity deficit profile in the wakes was used as the characteristic wake width, as con-

ducted by Abkar et al. [20,40] and Qian et al. [26,27]. Then, the normalized standard devi-

ation was plotted against the normalized downstream distance, as presented in Figure 7. 

The result suggests that the wake width expands, approximately, linearly in the far-wake 

region, consistent with the observation of Xie et al. [41] and Bastankhah et al. [43]. More-

over, as indicated by the fitted lines, we can also find that the wake expansion rate is 

roughly the same for different yaw angles. This is because the wake recovery in the far-

wake region is mainly affected by the incoming wind. The wind turbine properties, for 

example, thrust coefficient and yaw angle, only impact the flow behavior in the near-wake 

region [25]. In particular, for the current study, although the yaw angles are different, the 

wind turbines operate in the same inflow condition; thus, their wakes have almost the 

same expansion rate. 

 

Figure 7. Variation of the normalized standard deviation of the velocity deficit profiles for different 

yaw angles. Fitted lines are denoted by black solid lines. 

4. A New Wake Model and Validation 

In Section 4.1, based on the assumptions of a Gaussian distribution for streamwise 

velocity deficit and a top-hat shape for skew angle, a new analytical model is derived to 

predict the wake center trajectory and mean streamwise velocity downstream of a yawed 
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wind turbine. Subsequently, through comparison with wind tunnel tests and numerical 

simulations, the effectiveness of the proposed model is validated in Section 4.2. 

4.1. Model Derivation 

Similar to the derivation process of Jiménez et al. [9], we first constructed a control 

volume around the yawed wind turbine and its wake region, as shown in Figure 8, colored 

by the blue solid line, where   denotes the wake center deflection magnitude,   rep-

resents the yaw angle of the wind turbine, and   is the wake skew angle, which is in-

duced by the lateral force and defined as the inclined angle between the wake flow and 

the time-averaged incoming wind vector. Note that in Figure 8 and the remainder of this 

paper,   is positive in the clockwise direction, and   is positive in the counter-clock-

wise direction, from the top view. In addition, 1m  is the mass crossing the inlet, and 2m  

denotes the mass of the incoming wind that enters the control volume through the lateral 

contour. For the calculation of 1m  and 2m , both correspond to the unperturbed inflow 

velocity u . 3m  is the mass through the wake cross section and is expressed as 

3 wm u dA   (12) 

 

Figure 8. Schematic of the mass and momentum conservation-based model for the wake of a yawed 

wind turbine. Blue solid lines indicate the control volume. 

In order to obtain the value of 3m , it is necessary to specify the wake boundary. As 

illustrated in Section 3.3, the streamwise velocity deficit profiles in the wakes can be ac-

ceptably represented by self-similar Gaussian shapes after a certain downwind distance. 

As is well known, for the standard Gaussian function, the confidence interval equals 

99.7% for 3  (where   is the standard deviation), i.e., approximately 99.7% of the val-

ues fall in that range. Therefore, in this work, the wake boundary is defined as 

6w uD   (13) 

where u  is the standard deviation of the Gaussian curve fitted to the velocity deficit 

profile in the wakes. 

According to the law of mass conservation, it yields 

3 1 2m m m   (14) 

Furthermore, since the self-similarity assumption only applies to the far-wake region, 

where the pressure has recovered to the atmospheric free level. Hence, in the momentum 

equation, the turbine-induced force is the only item to balance the momentum flow rate 

across the boundaries.  
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3 3 1 1 2 2( )TF m u m u m u    (15) 

The direction of the turbine-induced force is supposed to be perpendicular to the ro-

tor plane, and its value is given by 

2
0

1

2
T TF A C u   (16) 

where TC  is the thrust coefficient, defined in Equation (11); 0A  is the rotor area, and 

u  is the unperturbed incoming wind speed. 

Decomposing Equation (15) in streamwise and spanwise directions, respectively. 

Then, the two following equations can be obtained:  

2
1 2cos cos ( )T wF u dA m u m u        (17) 

2sin sinT wF u dA      (18) 

where wu  is the streamwise velocity in the wake region, defined as 

wu u u   (19) 

As the skew angle is small enough, therefore  

sin   (20) 

cos 1   (21) 

Inserting Equations (14), (16), and (21) into Equation (17) gives 

2
0

1
cos

2
T wA C u u udA       (22) 

Interestingly, if substitute TC  with cosTC  , it is not difficult to find that Equation 

(22) is the same as the momentum equation for the non-yawed turbine wake derived by 

Bastankhah et al. [43], i.e., Equation (A1) in Appendix A. Furthermore, in the far-wake 

region of a yawed wind turbine, the self-similar Gaussian distribution for velocity deficit 

profile has been validated, and the wake width is found to increase linearly with the 

downstream distance. These two points are exactly the basic of the non-yawed wake 

model proposed by Bastankhah et al. [43]. Moreover, considering that in the same inflow 

condition, the wake expansion rate is around the same for different yaw angles. Conse-

quently, incorporating the yawing effect into the analytical model for the non-yawed wind 

turbine [43] and using the modified version to predict the yawed turbine wakes is reason-

able. 

From the above analysis, analogous to Equations (A3) and (A4) in Appendix A, the 

normalized streamwise velocity deficit at each downstream location behind a yawed tur-

bine can be expressed as 

 
2

2
exp[ ]

2 u

u r
C x

u 


   (23) 

 
 

2

cos
1 1

8

T

u

C
C x

D




    (24) 

where ( )C x  denotes the maximum normalized velocity deficit occurring at the center of 

the wake, and r  is the radial distance from the wake center. u D  is the normalized 

standard deviation of the Gaussian-fitted velocity deficit profile; it is written by 
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*u x
k

D D


   (25) 

where k  is the wake growth rate, its value is specified in the input;    is a model pa-

rameter, corresponding to the value of u D  as x  approaches 0. With reference to 

Bastankhah et al. [43] and Frandsen et al. [44], and considering the yawing effect    is 

expressed as 

1 1 cos1

2 1 cos

T

T

C

C






 



 (26) 

* = 0.2   (27) 

The term in the square root of Equation (24) may be negative, especially under heavy 

load cases with large thrust coefficients, which can lead to calculation errors. Therefore, 

following the work of Qian et al. [26], Taylor expansion is performed on Equation (24) to 

obtain its first-order approximation, and then, the new form ( )C x  is applied to estimate 

the maximum velocity deficit in yawed turbine wakes. 

 
 

2

cos

16

T

u

C
C x

D




  (28) 

According to Equations (19), (23), and (28), the normalized wake velocity in the 

yawed wake region is given by 

 

2

2 2

cos
1 exp[ ]

216

w T

uu

u C r

u D





    (29) 

Apart from the streamwise velocity that is modeled by a straight wake generated by 

an equivalent non-yawed turbine, the wake deflection is also a key characteristic for the 

yawed turbine wake, which is induced by the lateral force. Hence, the spanwise momen-

tum equation will be analyzed in the following. 

First, the skew angle should be considered, as it is the derivative of the wake deflec-

tion. For the sake of simplicity, the skew angle was assumed to have a top-hat shape in 

this work, i.e., at each downstream cross section,   is constant within the defined wake 

boundary. Based on this assumption and rearranging Equation (18), the wake skew angle 

can be found as follows: 

2

sinT

w

F

u dA










 (30) 

Inserting Equation (29) into Equation (30) and calculating the integration based on 

the assumed wake boundary yield 

 
2

sin

72 1.978 cos

T

u T

C

D C




 



 (31) 

Note that Equation (31) is only applicable to the far-wake region, as the self-similar 

assumption for the velocity deficit profile is applied in its derivation process. 

For the skew angle in the near-wake region, it can be estimated based on the work of 

Coleman et al. [45] that 

0

0.3
(1 1 cos )

cos


 


  c TC  (32) 
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Obviously, in order to correctly use Equations (31) and (32), the boundary between 

the far-wake region and the near-wake region should be reasonably specified. Here, we 

define this position as 0x  and determine mathematically that the wake skew angle has 

the same value at 0x . Specifically, by making Equations (31) and (32) equal, the normal-

ized standard deviation at 0x x  is obtained 

 00

0

sin 1.978cos

72

T cu

c

C

D

 




  (33) 

Further, Equation (25) results in the following:  

 00 u Dx

D k

  




  (34) 

Similar to the discussion on the skew angle, the calculation of wake deflection is also 

divided into two parts. 

In the near-wake region, the normalized wake deflection, indicated by D , is as-

sumed to vary linearly with the downstream distance:  

0


 c

x

D D
 (35) 

In the far-wake region, the wake deflection can be obtained by integrating the skew 

angle in Equation (31), from the initial far wake location 0x . The value of wake deflection 

at 0x x  is used as the integration constant. 

   
   

00
0

0

0.166 cos 0.166 coscos sin
ln

23.866 0.166 cos 0.166 cos

u T u TT

c

u T u T

D C D CCx

D D k D C D C

    


   


 
  

 
 (36) 

For completeness, the final expression of the equation used to predict the streamwise 

velocity behind a yawed wind turbine is written as follows:  

   

2 2

2 2
* *

cos 1
1 exp

16 2

w hTu z zC y

u D Dk x D k x D

 

  

 
       

         
       

 

 (37) 

where y  and z  are spanwise and vertical coordinates, respectively,   is the wake cen-

ter deflection at each downstream location, and hz  is the turbine hub height. 

4.2. Model Validation 

To validate the new proposed model, its predictions are firstly compared to wind 

tunnel measurements of Bastankhah et al. [18] and other commonly used wake models 

shown in the Appendix B–D. The experiments were carried out in a neutrally turbulent 

atmospheric boundary layer, the incoming wind speed and the turbulence intensity at 

hub height are about 4.88 m/s and 7%, respectively. Furthermore, the thrust coefficients 

of the wind turbine at different yaw angles in the experiments are summarized in Table 

1. 

Table 1. Thrust coefficients of wind turbines under different yaw angles in the experiment. 

Yaw Angle Thrust Coefficient 

γ = 10° 0.78 

γ = 20° 0.73 

γ = 30° 0.66 
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In order to use the analytical models, input parameters should be determined in ad-

vance. Specifically, in the Bastankhah–Porté-Agel model [25], yk  and zk  (in Appendix 

C) are set to 0.022; and values of  ,   are chosen 0.58 and 0.077, respectively, to fit the 

experimental data. For comparison, k  in the new proposed model is also taken to be 

0.022, while in the model of Jimenez et al. [9], Jk  (in Appendix B) is set to 0.05, as the 

surface roughness in the experiment is on the order of on-shore cases. For the Qian–Ishi-

hara model [26], as described in Appendix D, since its parameters are modeled as a func-

tion of thrust coefficient and ambient turbulence intensity, no specificity is required. 

Note that because of the difference in the definition of thrust coefficient, when apply-

ing the Jimenez model and the Qian–Ishihara model, TC  should be replaced with 
2cosTC   in the calculations. 

Figure 9 shows the variation of the maximum velocity deficit and the wake center de-

flection with respect to the downstream distance for different yaw angles, where the x-

axis represents the normalized distance from the wind turbine, and the experimental data 

are shown by white circles. As displayed in Figure 9a, the Bastankhah–Porté-Agel model 

can well predict the maximum velocity deficit. With the wake propagating downstream, 

good consistency is also observed between the experimental data and the predictions of 

the new proposed model, especially after 5D downstream distance. The Jimenez model 

greatly underpredicts the maximum velocity deficit and overestimates the wake deflec-

tion for all yaw angles. In the predictions of the Qian–Ishihara model, the maximum ve-

locity deficits are also underestimated, but good estimations on the wake center deflection 

are found, particularly for the cases of γ = 20° and γ = 30°. In addition, as can be seen in 

Figure 9b, the wake center deflection, obtained from the Bastankhah–Porté-Agel model 

and the new proposed model, are both in good agreement with the experiment. In more 

detail, the Bastankhah–Porté-Agel model tends to slightly overpredict the deflection mag-

nitude, while the new proposed model provides better results. 

  

  

 
(a) 

 
(b) 

Figure 9. Comparisons of experimental results and model predictions: (a) maximum velocity deficit; (b) wake center de-

flection. 

Besides the comparison with wind tunnel tests for a model wind turbine, in the fol-

lowing, model predictions are also compared to the large-eddy simulations for a utility-

scale wind turbine. The numerical setup of the test cases and the inflow condition have 
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been illustrated in Sections 2.3 and 3.1, respectively. The input parameters of the analytical 

models are set as follows: for the new proposed model, the value of k  can be found from 

the LES data in Figure 7, about 0.02; in the Jimenez model, Jk  is again taken to be 0.05; 

for the Qian–Ishihara model, as mentioned above, its parameters are calculated by TC  
and aI . Since the input parameters of the Bastankhah–Porté-Agel model are difficult to 

specify accurately, especially for   and  , its predictions are not drawn here. 

Figure 10 presents the hub-height contour plots of the mean streamwise velocity ob-

tained from the numerical simulations and predictions of analytical models. As seen, only 

the new proposed model can well capture the wake characteristics for different yaw an-

gles. The Jimenez model greatly deviates from the numerical results, and the possible rea-

son for the departure is the top-hat distribution assumption for the velocity deficit profile 

that it adopted. Furthermore, the Qian–Ishihara model is observed to underestimate the 

velocity deficits in yawed wakes, in particular, for γ = 10° and γ = 20°, which may cause 

large mistakes in the real-world engineering projects. 

In order to obtain a more quantitative comparison, horizontal profiles of the mean 

velocity deficit predicted by different analytical models and the LES results are plotted in 

Figure 11. As shown, the results obtained from the new proposed model are in acceptable 

agreement with the LES data; in other words, the new model can thoroughly capture the 

variation of the wake deflection magnitude against the downstream distance and the dis-

tribution of mean velocity deficit. The Jimenez model incorrectly overestimates the wake 

center deflection, and further, the lateral distribution of the velocity deficit is also quite 

different from the real situation. Specifically, u  is underpredicted in the wake center 

region but overestimated near the edge of the wake. Additionally, the predictions of the 

Qian–Ishihara model are found to underestimate the velocity deficit in the wakes for γ = 

0°, γ = 10° and γ = 20°, although they yield reasonable wake deflections. 

 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Figure 10. Contour plots of normalized mean streamwise velocity in the horizontal plane at hub 

height for different yaw angles: (a) γ = 0°; (b) γ = 10°; (c) γ = 20°;(d) γ = 30°. The black solid lines 

denote the wind turbine rotors. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Figure 11. Lateral profiles of normalized mean streamwise velocity deficits in the wake of yawed 

wind turbines:  (a) γ = 0°; (b) γ = 10°; (c) γ = 20°; (d) γ = 30°. 

From the above analysis, it can be concluded that, compared with the wind tunnel 

tests, both the Bastankhah–Porté-Agel model and the new proposed model show good 

performance in estimating the wake center position and the maximum velocity deficit in 

yawed turbine wakes. However, there are many parameters in the Bastankhah–Porté-

Agel model, and in order to reasonably estimate their values, especially the parameters of 

  and   used to determine the onset of the far-wake region, a large number of numer-

ical simulations or wind tunnel experiments are required. Evidently, this prevents the 

Bastankhah–Porté-Agel model from being widely used. 

Different from the Bastankhah–Porté-Agel model, in the analytical wake model pro-

posed by Qian and Ishihara, empirical expressions of the model parameters are given as 

a function of ambient turbulence intensity and thrust coefficient, which enables the model 

to be applied under various conditions. However, in terms of predicting wake features, 

the Qian–Ishihara model exhibits biases toward underestimating the streamwise velocity 

deficit in the wake region, particularly in the cases with small yaw angles. 

The largest deviation from the experimental data and the LES results is found in the 

prediction of the Jimenez model. It overestimates the wake deflection and underestimates 

the velocity deficit in the center of the wake. This can be attributed to the assumption of 

the top-hat distribution for the velocity deficit. Compared to the velocity deficit profiles 

for the yawed wind turbine as presented in Figure 6, it is clear that the top-hat assumption 

is unrealistic. 

The newly proposed analytical model can provide accurate predictions on the wake 

characteristics of the wind turbine at different yaw angles. We only need to reasonably 

estimate the wake growth rate. 

5. Extension to Predict Transverse Velocity 

In a wind farm, the cross flow induced by the yawed wind turbine continues to exist 

after the combination of wakes, causing the “secondary steering” [28,29], which can affect 

the power production and has important implications for wind plants’ controller design. 

Therefore, it is necessary to establish models for predicting the transverse velocity in the 

yawed turbine wakes. However, compared with the widely studied streamwise velocity, 
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the transverse velocity has received less attention in previous studies. Moreover, consid-

ering the complexity of the transverse velocity distribution, directly modeling it is diffi-

cult. Fortunately, there is a clear relationship between the wake skew angle and the wake 

velocity components, which provides another possible solution for the transverse velocity 

prediction under yawed conditions. 

To this end, we first study features of the wake skew angle, as illustrated in Section 

4.1, which is defined as the inclination angle of the wake velocity vector with respect to 

the mean inflow direction; thus, 

tan
v

u
   (38) 

where u  and v  are the wake velocity components along the streamwise and spanwise 

directions, respectively.  
The skew angle is small with the approximation of tan  , the Equation (38) can 

therefore be rewritten as 

v

u
   (39) 

Referring to the study of Bastankhah et al. [25], apart from the streamwise velocity 

deficit profile, the lateral variation of the skew angle at hub height in the far-wake region 

of a yawed wind turbine can also be approximated with a self-similar Gaussian distribu-

tion. Furthermore, as apparent in Figure 12, the maximum skew angle m  does not occur 

at the wake center but on the one side of the wake, roughly at ur   ,  where r  is 

the lateral distance from the wake center position, and u  is the standard deviation of 

the Gaussian-fitted velocity deficit profile. 

From the above analysis, the skew angle distribution in yawed turbine wakes can be 

approximated by 

2

2

( )
exp

2

u
m

u

y  
 



  
   

  

 (40) 

where   denotes the wake center deflection at each downstream location.  

 

Figure 12. The self-similar lateral profiles of the wake skew angle at different downstream locations 

for different yaw angles. 

Based on the model derivation process in Section 4.1 in which, to avoid complicated 

integration calculations, a top-hat shape is assumed for the lateral skew angle profile, 

combined with the momentum equation in the spanwise direction, Equation (31) is de-

rived to determine the skew angle in the yawed wake region. Note that, as the skew angle 

is considered to be constant at each downstream cross section in that process, the result 
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by Equation (31) is actual an average value of the skew angle within the defined wake 

boundary. For better distinction,   in Equation (31) is referred to by equ  hereafter. 

Although the detailed flow characteristic is neglected, with a good estimation of the 

wake growth rate, Equation (36) based on a top-hat distribution for the skew angle can 

still capture the wake deflection downstream of a yawed turbine, as shown in Figure 9b. 

However, to accurately predict the transverse velocity in the yawed wakes, a more realis-

tic description of the lateral skew angle profile is required. In the above analysis, it has 

been proved that the skew angle profiles in the spanwise direction can be represented by 

self-similar Gaussian distribution. Therefore, as long as the maximum value of skew angle 

at each downwind location is given, the above goal can be achieved. 

Based on the existing modeling results, we plan to adopt the following strategies: (1) 

solve Equation (31) at first, to obtain an average value of the skew angle at each down-

stream position; (2) redistribute the skew angle at a Gaussian shape. Specifically, at each 

downwind location behind a yawed turbine, establish a Cartesian coordinate system with 

the origin at the wake center and then set the average value of Equation (40) within the 

defined wake boundary to be equal to the result by Equation (31). 

2
2 2

22 2

( )
exp

2

w w

w w

D D u
equ mD D

u

y
dy dy

 
 

 

  
   

  
   (41) 

The maximum value of skew angle with a Gaussian shape can be therefore obtained. 

2.47m equ   (42) 

To reemphasize, here, equ  is the skew angle value calculated by Equation (31). 

Next, by inserting Equations (40), (42) into Equation (39), the transverse velocity in 

yawed turbine wakes can be determined as follows:  

2

2

( )
2.47 exp

2

u
equ

u

y
v u

 




  
    

  

 (43) 

To validate the proposed model, numerical simulations for the yawed wind turbine 

described in Section 2.3 are used once again as test benchmarks. Figure 13 compares the 

contours of the transverse velocity at hub height for γ = 10°, γ = 20°, and γ = 30°. From the 

figure, one can clearly observe an asymmetric distribution for the transverse velocity with 

respect to the wake center trajectory denoted by the black dashed line. The proposed 

model is found to be in excellent agreement with the LES results. 
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(a) (b) 

Figure 13. Contour plots of normalized transverse velocity in the horizontal plane at hub height for different yaw angles: 

(a) LES results; (b) predictions from the proposed model. The black solid lines denote the wind turbine rotors. The black 

dashed lines represent the wake center trajectories. 

6. Conclusions 

In the present work, a series of numerical simulations were performed with the 

SOWFA tool, to investigate the wake characteristics at different yaw angles. Emphasis 

was placed on the wake deflection and the wake velocity distribution. The results suggest 

that with increasing yaw angles, the wake deflection increases as expected. Additionally, 

the self-similarity for the streamwise velocity deficit profiles in the far-wake region was 

assessed. The wake width, represented by the standard deviation of the Gaussian-fitted 

velocity deficit profile, is found to expand linearly against the downstream distance and 

has approximately the same growth rate for different yaw angles. This is due to the fact 

that the velocity recovery in the far-wake region is mainly affected by the incoming flow 

properties.  

Based on the numerical simulation results and theoretical analysis, an extension of 

the classical Bastankhah non-yawed wake model [43] was made. Combined with the con-

sideration of the wake deflection due to yaw, a new analytical model for predicting the 

wake center trajectory and mean streamwise velocity in the far-wake region of a yawed 

wind turbine was developed. Furthermore, according to a relationship between the skew 

angle and wake velocity components, the proposed model was further extended to incor-

porate the prediction of the transverse velocity at hub height. This is very meaningful, as 

the transverse velocity plays an important role in capturing the secondary wake steering 

effect crucial to yaw angle control. 

By comparing with the results from wind tunnel tests, numerical simulations, and 

other common analytical wake models, the new proposed model is found to be able to 

accurately predict the key wake characteristics under yawed conditions, including the 

wake deflection, streamwise velocity, and transverse velocity on the hub-height plane. 

More importantly, the new proposed model is simple in form—only one parameter (i.e., 

the wake growth rate) needs to be specified apart from the basic information about the 

wind turbine and the ambient inflow condition. This makes it easy to be used in practice. 

In the future, we plan to apply the proposed model over a small-scale wind farm to inves-

tigate the effectiveness of the yaw angle control strategy or seek the best yaw angle distri-

bution for mitigating wake effects. 
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Appendix A. Wake Model for Non-Yawed Wind Turbines by Bastankhah and Porté-

Agel 

By applying conservation of mass and momentum for the control volume around the 

wind turbine, the simplified momentum equation, neglecting the viscous and pressure 

terms, for the non-yawed turbine wake, can be expressed as follows: 

w Tu udA F    (A1) 

where TF  is the turbine induced force, determined as 

2
0

1

2
T TF A C u   (A2) 

Furthermore, according to the assumption of the Gaussian-like shape for the velocity 

deficit profile, the following equation can be obtained: 

2

22( )

r
u

C x e
u







  (A3) 

where ( )C x  denotes the maximum velocity deficit at each x , 

2

22

r

e 


 describes the 

Gaussian-like velocity deficit profile.  

By inserting Equations (A2) and (A3) into Equation (A1), and through solving, the 

maximum velocity deficit ( )C x  can be calculated as follows: 

2
( ) 1 1

8( / )
   TC

C x
D

 (A4) 

where D  is the normalized standard deviation of the Gaussian-fitted velocity deficit 

profile, which is assumed to increase linearly with the downstream distance.  

x
k

D D


    (A5) 

where k  is the wake growth rate,    is the value of D  when x  is closed to 0, it can 

be estimated by comparison with the Frandsen model [44], expressed as 

*
1 11
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2 1

T

T

C

C
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 



 (A6) 

Appendix B. Jiménez Model for Yawed Wind Turbine Wakes 

Based on the top-hat assumption for the velocity deficit and skew angle profiles, 

Jimenez et al. [9] built a simple model to describe the yawed turbine wake, in which, the 

skew angle is determined as 

2

2

cos sin

2(1 2 )

T

J

C

x
k

D

 
 



 
(A7) 

According to references [14,22], the wake deflection is obtained by integrating the 

skew angle, with the assumption of (0) 0  . 

2cos sin( ) 1
= (1 )

4 2

T

J J

Cx

D k k x D

 
  (A8) 

where TC  is the thrust coefficient of the yawed wind turbine, it is expressed by 
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2
00.5 ( cos )

T
T

F
C

A u 

  (A9) 

The top-hat shaped velocity deficit profile has been extensively studied previously 

[46,47] and is stated as follows under yawed conditions:  

3

2

1 1 cos
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Cu

xu
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D





 




 (A10) 

where Jk  is the wake expansion factor, which is recommended to be 0.075 for off-shore 

conditions and 0.05 [48] for on-shore conditions. 

Appendix C. Bastankhah–Porté-Agel Model for Yawed Wind Turbine Wakes 

On the basis of the self-similarity for both velocity deficit and skew angle profiles, 

along with the budget study of RANS equations, Bastankhah and Porté-Agel [25] pro-

posed a Gaussian model for the yawed turbine wakes. 

In this model, analogous with coflowing jet, the near-wake region behind a yawed 

turbine is modeled as a potential core, and its length can be determined as follows:  

0
cos (1 1 )

2(4 2 (1 1 ))



 

 


  

T

T

Cx

D I C
 (A11) 

where   and   are model parameters, their estimations rely heavily on numerical sim-

ulations or wind tunnel measurements. 

The wake skew angle in the near-wake region is assumed constant, given by 

0

0.3
(1 1 cos )

cos


 


  c TC  (A12) 

In the near-wake region, the wake deflection can be estimated by 

0


 c

x

D D
 (A13) 

In the far-wake region where 0x x , the wake deflection is expressed as follows:  
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where yk  and zk  are the wake growth rate in lateral and vertical directions, respec-

tively. 
y  and z  are the corresponding wake widths, can be found by 

0( ) cos

8
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 
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 (A15) 
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Furthermore, the normalized streamwise velocity deficit in the far-wake region is 

written as 
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Appendix D. Qian–Ishihara Model for Yawed Wind Turbine Wakes 

In the model proposed by Qian and Ishihara [26], the estimation of the wake skew 

angle is divided into two parts. In particular, in the near-wake region, the skew angle is 

given by 

3
0

0.3
(1 1 cos )

cos
c TC


 


    (A18) 

where TC  is the thrust coefficient, which has the same form as Equation (A9) in Appen-

dix B.  

In the far-wake region, the wake skew angle is expressed as follows:  

2

2 3

cos sin

44.4( ) 1.88 cos

T
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D C

 
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 
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
 (A19) 

where D  is the normalized standard deviation, which is assumed to increase linearly 

with the downstream distance, 

x
k

D D


    (A20) 

where k  and 
  are the parameters, which are modeled as functions of the ambient tur-

bulence intensity and thrust coefficient of the wind turbine.   

1.07 0.20.11 T ak C I   (A21) 

0.25 0.170.23 T aC I   (A22) 

By equating Equations (A18) and (A19), the onset location for the far-wake region can 

be determined as follows:  
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The wake center deflection for 00 x x   can be estimated by  

0


 c

x

D D
 (A24) 

In the far-wake region where 0x x , the wake deflection is found by integrating 

Equation (A19) along x , from 0x . 
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 (A25) 

Based on the Gaussian-like shape for the velocity deficit profiles, the velocity distri-

bution at each downwind distance behind a yawed wind turbine is expressed as 

 
2

23 2cos , ,
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where r  represents the distance from the wake center, and 3( cos , , )T aF C I x D  is the 

maximum velocity deficit at each x , which can be calculated by:  
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 
 (A27) 

3 0.75 0.170.93( cos )T aa C I   (A28) 

3 0.6 0.20.42( cos )T ab C I  (A29) 
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x D
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 (A30) 

Additionally, this analytical model can also provide a prediction of the turbulence 

intensity distribution in yawed turbine wakes. However, as it is out of the scope of the 

current study, the relevant content is not given here.  
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