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Abstract: With the advancements in computer technology, the simulation-based design (SBD) technology has emerged as a highly 
effective method for hull form optimization. The SBD approach often employs various methods to evaluate the hydrodynamic 
performance of the sample ships. Although the surrogate model is applied to SBD method to replace time-consuming evaluation, 
many high-fidelity data are typically required to guarantee the accuracy of the surrogate model, resulting in significant computational 
costs. To improve the optimization efficiency and reduce computational burdens, we propose a novel hull form optimization 
framework utilizing the multi-fidelity deep neural network (MFDNN), leveraging multi-source data fusion and transfer learning. This 
framework constructs an accurate multi-fidelity surrogate model which correlates design parameters with hydrodynamic performance 
of the hull by blending data with different fidelity. Besides, computational fluid dynamics (CFD) evaluations based on viscous flow 
are served as the high-fidelity model, while potential-theory evaluations represent the low-fidelity model. Then, this framework is 
validated using mathematical functions to prove its practicability in optimization. Finally, the optimization design of the resistance of 
the DTMB-5415 ship is carried out. Our findings demonstrate that this framework can take into account both efficiency and accuracy, 
which is preferable in optimization tasks. The optimized hull form obtained by the framework has better resistance performance. 
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0. Introduction  

In recent years, the computer technology has led 
to the widespread application of Computational Fluid 
Dynamics (CFD) in the field of naval architecture and 
ocean engineering. The simulation-based design (SBD) 
method, developed on this basis, has introduced a 
transformative approach to hull form optimization[1]. 
This method has attracted wide attention since it was 
proposed. It is globally recognized as a powerful tool 
for hull form optimization[2] currently. In SBD-based 
hull form optimization, the surrogate model replaces 
the time-consuming CFD evaluations, which can 
reduce the computational costs and improve the 
optimization efficiency. It is an effective way to 
promote the application of CFD technology to hull 
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form optimization design. At present, the common 
surrogate model mainly includes support vector 
machine (SVM), Kriging model, radial basis function 
(RBF) model, artificial neural network (ANN), etc.[3-6]. 
In the optimization process, the evaluation of the 
objective function is replaced by a surrogate model 
instead of a high-precision CFD evaluation to improve 
the optimization efficiency. Therefore, the accuracy of 
the surrogate model is particularly important, which 
its reliability can be improved by cross-validation (CV) 
and reducing the variance of the model[7]. 

Scholars have applied the SBD approach to hull 
optimization tasks. Feng et al.[8] applied the SVM to 
optimize the resistance and wake circumferential 
nonuniformity of an offshore aquaculture vessel with 
60 sample points. The optimal hull was obtained by 
non-dominated sorting genetic algorithm II (NSGA-II). 
Compared with the model tests, the results showed 
that the resistance and wake circumferential nonuni- 
formity of the optimal hull were reduced by 1.59%, 
17.80%. Tahara et al.[9] designed an optimization 
framework to minimize the resistance of a fast 
multihull ship. A Kriging model was constructed to 
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improve the optimization efficiency. The optimal hull 
was compared and confirmed by the experimental 
measurements. Liu et al.[10] optimized the resistance 
performance of the Wigley hull based on the Kriging 
model. A bulbous bow was generated by the defor- 
mation method using radial basis functions (RBF). 
The single-objective genetic algorithm was employed 
to obtain the optimal hull form. It was found that the 
resistance of the optimal hull was reduced by 11.7 %. 
Huang et al.[11] used an RBF surrogate model to 
optimize the resistance and seakeeping performance 
of Series 60 hull. Diez et al.[12] constructed an RBF 
surrogate model to optimize the resistance and 
seakeeping performance of Delft catamaran under 
stochastic conditions. Coppedè et al.[13] proposed a 
computational framework for hydrodynamic shape 
optimization based on the Kriging model. The 
framework was then applied to optimize the resistance 
of KCS ship. The results showed that the resistance of 
optimal hull was reduced by 4%. Besides, ANN-based 
surrogate models were also applied to optimize the 
resistance performance of Wigley hull[14]. The results 
showed that the combination of ANN and genetic 
algorithm provided a practical and efficient optimi- 
zation tool. Hou[15] used an ANN surrogate model to 
optimize the Wigley hull. 

In the process of constructing the surrogate 
models mentioned above, the performance of each 
sample ship was evaluated by the same solver. Thus, 
the surrogate model constructed by the evaluation 
results is referred to as single-fidelity surrogate 
models[16]. On the contrary, the surrogate models 
constructed by the evaluation results of different 
fidelity solvers are termed as multi-fidelity surrogate 
models. For the practical engineering optimization 
problems, especially for complex optimization pro- 
blems, a large number of sampling points are needed 
to construct an accuracy surrogate model, which could 
be extremely resource demanding. Therefore, the 
optimization efficiency is restricted. To tackle this 
problem, some researchers proposed the multi-fidelity 
surrogate model by using a portion of low-fidelity (LF) 
samples combining with high-fidelity samples to 
accelerate the optimization process. For optimization 
problems, a commonly used multi-fidelity surrogate 
model is the Co-Kriging model which was developed 
based on the Kriging model[17]. Kennedy and 
O'Hagan[18] proposed the Co-Kriging model based on 
Gaussian process by establishing the relationship 
between low-fidelity and high-fidelity samples. 
Forrester et al.[19] firstly applied the Co-Kriging model 
to engineering optimization problem. On this basis, 
Liu et al.[20] used the Co-Kriging model to optimize 
the resistance and wake performance of the JBC ship. 
The coarse mesh evaluation results are used as the 
low-fidelity samples and the fine mesh evaluation 

results are used as the high-fidelity samples. Com- 
pared with the Kriging model constructed by 60 
high-fidelity samples, the Co-Kriging model only used 
30 high-fidelity samples and 60 low-fidelity samples. 
The total computational time was reduced by 25% 
while obtaining better-performing hulls. Scholcz and 
Klinkenberg[21] applied the adaptive multi-fidelity 
Kriging based on the augmented expected impro- 
vement function to optimize the resistance of 
DTMB-5415. The results showed that the adaptive 
multi-fidelity Kriging model could use less samples to 
obtain a better shape. However, the construction 
process of a Co-Kriging model is complex, and the 
construction cost is high[17]. Besides, the multi-fidelity 
Kriging surrogate model struggles with the high 
dimensional and strongly nonlinear problems[22], it is 
necessary to construct a simple multi-fidelity sample 
fusion method with high precision. 

With the advancements in artificial intelligence, 
the deep neural network (DNN) is widely applied in 
flow field reconstruction/prediction and flow control 
tasks[23-24]. In this paper, to improve the efficiency and 
reduce the computation cost, especially in complex 
optimization problems, we propose a novel multi- 
fidelity hull form optimization framework based on 
the multi-fidelity deep neural network (MFDNN). In 
the framework, the MFDNN surrogate model is used 
to replace the time-consuming CFD evaluation by 
combining low-fidelity and high-fidelity data. The 
reliability of this framework is verified using mathe- 
matical optimization functions. Subsequently, our 
framework is applied to optimize the resistance of 
DTMB-5415 at 0.28Fr = , and the results are com- 
pared with the results obtained by traditional single 
high-fidelity Kriging model. 
 
 
1. Hull form optimization framework based on 

multi-fidelity deep neural network 
 
1.1 Optimization framework 

In the process of hull form optimization, high- 
fidelity CFD evaluation data is often used to construct 
the surrogate model, which will seriously restrict the 
efficiency of hull form optimization. To tackle this 
problem, we propose a novel optimization framework 
based on MFDNN. As shown in Fig. 1, the new hull 
form optimization framework consists of the Sobol 
method which is the design of experiment method, 
CFD evaluation and MFDNN surrogate model. The 
process of the novel optimization framework is pre- 
sented as follows: 

(1) The design variables are decided by designers 
and the number of design variables is d . 10d  
low-fidelity and d  high-fidelity sample points are 
selected at once using the Sobol sampling method.  



 

 
 

 

 
 
Fig. 1 Hull form optimization framework based on MFDNN 
 
The introduction to Sobol method can be found in 
Section 1.3. 

(2) Low-fidelity CFD solver and high-fidelity 
CFD solver are employed to evaluate the hydro- 
dynamic performance of low-fidelity sample points 
and high-fidelity sample points. In this paper, the 
potential solver evaluation results are selected as the 
low-fidelity results and the viscous solver evaluation 
results are selected as the high-fidelity results. 

(3) The MFDNN surrogate model is constructed 
using high-fidelity sample points and low-fidelity 
sample points. 

(4) Evaluate the accuracy of MFDNN surrogate 
model. If the accuracy of the MFDNN surrogate model 
is not satisfied, more sample points will be selected 
using the Sobol sampling method. Repeat step (2). 

(5) Search the optimal solution using genetic 
algorithm and output the optimal hull. 
 
1.2 Multi-fidelity deep neural network (MFDNN) sur- 

rogate model 
In this section, the MFDNN surrogate model is 

applied to the hull form optimization framework to 
construct a more accurate surrogate model by 
integrating low-fidelity sample data and high-fidelity 
sample data. In the study of MFDNN, the main 
problem is how to construct the relationship between 

high and low fidelity sample data. Based on the 
autoregressive method, Kennedy et al.[18] expressed 
the relationship between high-low fidelity samples as 
 

H L= + ( )kf f z x
                                                         

(1) 

 
where Hf  is the high-fidelity sample data, Lf  is 

the low-fidelity sample data, k  is  the scaling factor 
and ( )z x

 
is the data noise. 

It can be seen from Eq. (1) that this method 
performs well when dealing with the linear correlation 
between low-fidelity data and high-fidelity data. 
However, if the nonlinear relationship between 
high-fidelity and low-fidelity data is significant, this 
method becomes unsuitable. 

In order to tackle the above problems, Meng et 
al.[25] proposed a generalized autoregressive method to 
address both linear and nonlinear relationships 
between high and low fidelity data 
 

H L H L NL H L= , + ( )( ) (1 ) ,F F f x f x f
                    

(2) 
 
where   is a hyperparameter with a value range 

[0,1] , Hx  is the high-fidelity data, Lf  is the low- 

fidelity neural network prediction value, Hf  is the 



 

 
 

high-fidelity neural network prediction value, 

L H L( ),F x f  is the linear term and NL H L( ),F x f  is the 

nonlinear term. 
 

 
 
Fig. 2 Architecture of MFDNN 
 

The MFDNN structure is shown in Fig. 2. In Fig. 
2, the MFDNN network is composed of three groups 
of fully connected deep neural networks, which are 

LDNN , 1
HDNN , 2

HDNN . Among them, each group 
deep neural network is composed of input neurons, 
hidden neurons and output neurons. 

The low-fidelity deep neural network structure 

LDNN  is shown in Fig. 3. In this network, the 

low-fidelity data samples ,1 ,, ,L L pX X  are input to 

the low-fidelity deep neural network. The high-fidelity 
deep neural network structure is shown in Fig. 4, 
including two fully connected deep neural networks 

1
HDNN , 2

HDNN . ,1 ,, ,H H qX X  are the high-fidelity 

sample data. According to Fig. 3, Eq. (2), it can be 
seen that the high-fidelity data combined with the 
predicted value from the low-fidelity neural network 

are fed into 1
HDNN  to approximate the linear term, 

and into 2
HDNN  to approximate the nonlinear term. 

 

 
 
Fig. 3 Architecture of the low-fidelity deep neural network 

 

 
 
Fig. 4 Architecture of the high-fidelity deep neural network 
 

In the initial stage of neural network training, the 
parameters in the network are randomly generated. At 
this time, the difference between the predicted value 
of the neural network and the true value corres- 
ponding to the sample data is large. In order to reduce 
this difference, the loss function is defined as shown 
in Eqs. (3)-(5). When the loss function is large, the 
adaptive moment estimation (Adam) method is used 
to optimize the parameters until the loss function 
value is stable[22]. 
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where 

Lf
MSE  is the loss function of low-fidelity 

neural network, 
Hf

MSE  is the loss function of high- 

fidelity neural network, MSE  is the loss function of 
multi-fidelity neural network, 

Lf
M  is the number of 

low-fidelity data samples, L
f  is the true value of 

low-fidelity data samples, 
Hf

M
 
is the number of 

high-fidelity data samples and H
f  is the true value of 

high-fidelity data samples. 
 
1.3 The Sobol sampling method 

In the process of hull form optimization, the 
number of sample points is decided by the design of 



 

 
 

experiments (DOE) method. As one of the experi- 
mental design methods, the Sobol method can select 
the sample points based on the previous sample data, 
so as to achieve a comprehensive exploration in the 
design space, which is well-suited for the selection of 
sample points in the early stage of hull form 
optimization. Each of its factors is composed of 
radical inversions with a base number of 2, and the 
radical inversion of each factor uses a different 
generating matrix A . 
 

12, 2,:= ( ( ), , ( ))
ni A AX Φ i Φ i

                                          

(6) 

 
The radical inversion algorithm can be expressed as: 
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where b  is a positive integer, an integer i  is first 
represented as a number in the base of b , and then a 
vector is formed by arranging the digits ( )la i  on all 

the bits of the obtained number, and then multiplied 
by generator matrix A to produce a new vector. 
Finally, the new vector is mirrored to the right side of 
the decimal point, and a number in the range of [0,1)  
can be obtained. This is the radical inversion operation 
with b  as the base number and A as the generating 
matrix, which is recorded as . ( )b AΦ i . 

The Sobol sampling method does not need to 
determine the number of samples in advance or store 
the samples. In theory, it can generate infinite as 
needed. It is well-suited for progressive (or dynamic) 
sampling. Therefore, the Sobol sampling method is 
widely used in many optimization problems. 
 
 
2. Verification of the optimization framework 

using bechmarking cases  
In order to test the reliability of the current opti- 

mization framework, the mathematical function is used. 
The expression of the function is shown in Eq. (9)[26] 
 

( ) = sin(8π )Lf x x , [0,1]x
                                      

(9a) 
 

2( ) = ( 2) ( )H Lf x x f x
                                             

(9b) 
 

The MFDNN parameter settings during the test 
are shown in Table 1, where the width in Table 1 
represents the number of neurons in each layer of the 
neural network, and the depth represents the number 
of hidden layers of the neural network. In addition, the 

Tanh activation function is used to construct the 

nonlinear term in 2
HDNN , and the network 1

HDNN  
omits the activation function when approximating the 
linear term of the high-fidelity data. 
 

 
 
Fig. 5 Mathematical function test results 
 



 

 
 

 
Table 1 Parameter setting of MFDNN 

 
Number of 
neurons in 
input layer 

Width Depth 
Number of 
neurons in 

output layer 

LDNN  1 32 3 1 
1
HDNN  2 16 4 1 
2
HDNN  2 16 4 1 

 
Figure 5 shows the test results of mathematical 

function using the optimization framework proposed 
in Section 1.1. A total of 21 sets of high-fidelity data 
and 48 sets of low-fidelity data were selected. Fig. 5(b) 
shows the comparison between the neural network 
surrogate model constructed with only high-fidelity 
data and the true high-fidelity function curve. As 
shown in Fig. 5(b), when only high-fidelity data is 
used, the constructed surrogate model is underfitted 
due to the limited number of sample points. There is a 
significant difference between the predicted curve and 
the true function curve. Figure 5(c) compares the 
neural network surrogate model with only low-fidelity 
data to the real low-fidelity function curve. As seen 
from the diagram, the large number of low-fidelity 
sample data leads to a surrogate model that closely 
matches the true low-fidelity function curve. Figure 
5(d) compares the MFDNN surrogate model construc- 
ted by fusing high-fidelity and low-fidelity data. The 
fused multi-fidelity surrogate model closely matches 
the true high-fidelity function curve. Compared with 
the high-fidelity surrogate model in Fig. 5(b), the 
accuracy is significantly improved after the fusion of a 
small amount of high-fidelity data with a large amount 
of low-fidelity data. The reliability of the method is 
validated using mathematical functions, demonstrating 
that a more accurate model can be obtained with lower 
computational cost. 
 
 
3. Hull form optimization problem for the DTMB- 

5415 
 
3.1 Test case description 

In order to further validate the reliability of the 
proposed framework in practical engineering optimi- 
zation problems, the resistance of the DTMB-5415 
when 0.28Fr =  at model scale is optimized based 
on the proposed optimization framework. As a 
medium-high speed ship, the DTMB-5415 has rich 
experiment data and is recognized as the standard ship 
model in the world. Its three-dimensional model is 
shown in Fig. 6. The main particulars at model scale 
can be found in Liu et al.[16]. 
 
3.2 Calculation of ship-hull resistance 

There are two ways to simulate the resistance of 

DTMB-5415 based on potential flow theory and 
viscous flow theory. In this paper, the calculation 
results of the potential flow solver NMShip-SJTU[16] 

are used as the low-fidelity data and the viscous flow 
solver naoe-FOAM-SJTU[16] are used as the high- 
fidelity data. 
 

 
 
Fig. 6 Geometry model of DTMB-5415 
 

When the NMShip-SJTU solver is used, the 
wave-making resistance coefficient wC  is directly 
obtained, and then the viscous resistance coefficient 

fC  of the ship model is approximately obtained by 

using the 1957 ITTC plate viscous resistance coeffi- 
cient formula, as shown in Eq. (10). The two are 
added and the total resistance tR  of the ship model is 
obtained according to the dimensional treatment of the 
length, that is, Eq. (11). 
 

2

0.075
=

(lg 2)fC
Re 

                                                      

(10) 

 
2= 0.5( + )t f wR C C U S

                                           

(11) 

 
where Re  is the Reynolds number,   is the fluid 

density, U  is the ship speed, S  is the wet surface 
of the hull. 

Based on NMShip-SJTU, the hull surface mesh 
and free surface mesh distribution are shown in Fig. 7. 
 

 
 
Fig. 7 Mesh distribution of the hull surface and free-surface 
 

Based on the NMShip-SJTU solver, the total 
resistance coefficient is calculated by combining the 



 

 
 

Eqs. (10), (11). The comparison between simulation 
results and experiment results are shown in Table 2. It 
can be seen from Table 2 that the deviation between 
the potential flow simulation results and the 
experimental results is small. 
 
Table 2 Comparison between potential flow calculation 

result and experimental result 

wC  tR /N -EFDtR /N 

1.20×10-3 44.19 44.93 

 
Based on the naoe-FOAM-SJTU solver, the grid 

convergence verification is conducted. As shown in 
Fig. 8, three sets of grids with different densities are 
presented. In this paper, the blockMesh and 
snappyHexMesh which are the pre-processing tools of 
OpenFOAM are employed to generate the grid. The 
blockMesh is used to generate the background mesh 
and the snappyHexMesh is used to generate the mesh 
around the hull. On each coordinate axis, there is a 

2 - old relationship between the background mesh, 
while other conditions are unchanged. 
 

 
 
Fig. 8 Computational meshes for convergence analysis 
 

The results of the grid convergence verification 
are shown in Table 3. The convergence rate GR  is 
used to measure the convergence of the grid. It can be 
expressed as 
 

2 1

3 2

=G

S S
R

S S


                                                               

(12) 

In Eq. (11), if 1GR  , the grid convergence is diver- 

gent. If 0GR  , the grid convergence is oscillatory. If 

0 1GR  , the grid convergence is monotonic. From 

Table 3, the value of convergence rate GR  is between 
0 and 1, which indicates that the grid convergence is 
monotonic. Therefore, to accelerate the optimization, 
the medium grid is used to simulate the resistance of 
parent and sample ships. 
 
Table 3 Comparison between viscous flow calculation result 

and experimental result 
 Total grid number tR  

S3 679 061 42.81 N 
S2 1 529 295 44.66 N 
S1 4 424 945 45.25 N 

GR  - 0.28 

EFD - 44.93 N 

 
In summary, the ship-hull resistance obtained 

from two different solvers, i.e., potential and viscous 
flow solvers, are presented and verified. 
 
3.3 Definition of optimization problem 

In this section, the resistance of the DTMB-5415 
ship is optimized, and the free-form deformation (FFD) 
method[10] is used to transform the shape of sonar 
dome, as shown in Fig. 9. The shifting method[10] is 
used to adjust the cross-sectional area curve of the 
DTMB-5415 along the whole ship. 
 

 
 
Fig. 9 Bow deformation of DTMB-5415 based on FFD and 

shifting method 
 
The range of design variables is shown in Table 4, 

and all variables are dimensionless values along the 
ship length. Among them, 1 f , 1a  in the shifting 

method are the amplitude of the modification function 



 

 
 

in the shifting method. In Fig. 9, x  is the design 
variable of the red control point moving along the ship 
length direction, y  is the design variable of the red 
control point moving along the ship width direction, 
z  is the design variable of the red control point 
moving along the draft direction. According to the 
relevant literature, the number of sample points is 
generally 10 times the number of the design 
variables[4]. In this study, 50 sample points were 
selected based on the Sobol sampling method, and 
NMShip-SJTU and naoe-FOAM-SJTU were used as 
low-fidelity solver and high-fidelity solver. 
 
Table 4 Design variables and their ranges 

Method Design variables Range 

Shifting method 
1 f  [ 0.016,0.016]   

1a  [ 0.016,0.016]   

FFD 

x  [ 0.01,0.01]   
y  [ 0.006,0.006]   

z  [ 0.012,0.012]   
 

For the optimization problem of DTMB-5415 
ship, the objective function is the total resistance, 
which is defined as follows: 
 

obj = tf R  subject to 01% 1%
S S

S


   ,  

 

0

0

1.5% 1.5%
 

  
                                            

(13) 

 

where 0S  is the wet surface of sample ships,   is 

the displacement volume of the sample ships and 0  
is the displacement volume of the parent ship. 
 

3.4 Optimization results and analysis 
The resistance of sample data is obtained by the 

NMShip-SJTU and naoe-FOAM-SJTU. After that, a 
single high-fidelity Kriging surrogate model was 
constructed using 50 high-fidelity sample data. 
Among them, the input is the design variables, and the 
output is the resistance of sample data. At the same 
time, the maximum absolute error (MAE), average 
absolute error (AAE), mean square error (MSE) and 
coefficient of determination 2R  are used as indi- 
cators to discuss the accuracy of Kriging model 
constructed using different correlation functions and 
deterministic polynomials. The definition of 2R  is 
presented as 
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where f̂  is the prediction value of surrogate model, 

f  is the CFD value of sample ships, f  is the mean 

value of sample ships and n  is the number of sample 
ships. 

The results are shown in Table 5. In Table 5, 
corrgauss and corrspline represent the Gaussian 
correlation function and the spline correlation function 
in the Kriging model[20]. Regpoly 0, regpoly 1, 
regpoly 2 represents the zero-order deterministic 
polynomial, the first-order deterministic polynomial 
and the second-order deterministic polynomial in the 
Kriging model[20]. In Table 5, it can be seen that when 
the correlation function is the spline correlation 
function and the polynomial is the quadratic deter- 
ministic polynomial, the error is the smallest. There- 
fore, the Kriging surrogate model is constructed by 
combining the spline correlation function and the qua- 
dratic deterministic polynomial (corrgauss-repoly 2). 
 
Table 5 Error analysis of Kriging model 

 Regpoly 0 Regpoly 1 Regpoly 2  

Corrgauss 
0.3700 0.4077 0.2774 AAE 
2.7968 2.0269 0.7691 MAE 
0.5835 0.5541 0.3432 MSE 

2R  0.9173 0.9254 0.9612 - 

Corrspline 
0.3682 0.3752 0.2819 AAE 
2.9480 2.1354 0.7761 MAE 
0.5986 0.5350 0.3508 MSE 

2R  0.9130 0.9305 0.9601 - 

 
At the same time, when constructing a multi- 

fidelity deep neural network surrogate model, the 
number of low-fidelity data is 50. Among them, the 
input is the design variable values corresponding to 
the sample ships, and the output is the resistance of 
DTMB-5415 evaluated by potential flow solver. The 
high-fidelity neural network input is the design 
variable values of the sample ships and the resistance 
value of the sample ships predicted by the low-fidelity 
neural network. The output is the high-fidelity 
CFD evaluation results. To evaluate how many groups 
of high-fidelity sample data can achieve the best 
accuracy of the surrogate model, 60 high-fidelity 
sample data are obtained. Among them, 50 
high-fidelity data which are the same as the data for 
constructing the Kriging model are used for neural 
network training, and 10 high-fidelity data are used to 
verify the accuracy of MFDNN surrogate model. The 
coefficient of determination 2R  is used as an 
indicator to discuss the number of high-fidelity 
samples. The results are shown in Table 6. 

It can be seen from Table 6 that the 2R  shows a 
trend of increasing first and then decreasing. In the 
initial stage, due to the existence of a large number of 
low-fidelity sample data, although the low-fidelity  



 

 
 

 
Table 6 Accuracy analysis of MFDNN model 

Num of sample points 10 15 20 25 30 35 40 45 50 
2R  0.8032 0.8893 0.9492 0.9539 0.9694 0.9011 0.9142 0.8915 0.8824 

 
Table 7 Comparison of optimal results 

 
Value of design variables tR  

1 f  1a  x  y  z  Prediction/N CFD/N Prediction error/% Reduction ratio/% 

Initial 0 0 0 0 0 - 44.66 - - 
Opt-K 0.016 0.016  0.01 0.006 0.0120 40.82 41.50 1.67 7.08 

Opt-MFDNN 0.016 0.009 0.01 0.006 0.0085 41.08 41.02 1.46 8.15 

 
neural network model can predict the overall trend, 
the number of fused high-fidelity is small, which 
makes the accuracy low. When the number of 
high-fidelity data increases, high-fidelity data and 
low-fidelity data cooperate with each other to 
construct an accuracy surrogate model. However, 
when the high-fidelity data are further increased, the 
low-fidelity data are gradually covered by more 
high-precision samples, making it difficult for low- 
fidelity data to play. Therefore, it will eventually 
basically tend to the surrogate model constructed by 
pure high- fidelity data. In other words, when the total 
number of low-fidelity data is determined, the number 
of high-fidelity data has a smaller range, which makes 
the MFDNN surrogate model more accurate. On this 
basis, 50 groups of low-fidelity samples and 30 groups 
of high-fidelity samples are selected to construct a 
MFDNN surrogate model. 

According to above analysis, the Kriging model 
and the MFDNN surrogate model are constructed. On 
this basis, the single-objective genetic algorithm is 
used to search for the optimal solution. 

The design variables and optimization results 
corresponding to the two optimal hulls are shown in 
Table 7. To facilitate expression, we refer to the 
optimal hull obtained from the Kriging model as 
Opt-K and the optimal hull obtained from the 
MFDNN surrogate model as Opt-MFDNN. As shown 
in Table 7, compared with the initial hull, the 
resistance of Opt-MFDNN is reduced by 8.15%, and 
the resistance of Opt-K is reduced by 7.08%. Besides, 
comparing the predicted value and calculated value of 
the optimal hulls, the accuracy of MFDNN surrogate 
model is higher. Therefore, the MFDNN surrogate 
model can obtain better results using fewer high- 
fidelity data. 

In addition, the evaluation time for one low- 
fidelity data is 0.25 h, while the evaluation time for 
one high-fidelity data is 43.9 h. Therefore, the total 
time of Kriging model is 2 195 h, and the MFDNN 
surrogate model is 1 329.5 h. By comparing the 
evaluation time of the two surrogate model, it can be 
found that the multi-fidelity deep neural network 
surrogate model requires less construction time, which 

improves the optimization efficiency by 39.43%. In 
addition, the accuracy of the MFDNN surrogate 
model is higher, so the multi-fidelity deep neural 
network offers more advantages. 
 

 
 
Fig. 10 Comparison of wave elevation between the Opt-K and 

initial hulls 
 

 
 
Fig. 11 Comparison of wave elevation between the Opt-MFDNN 

and initial hulls 
 

Figures 10, 11 show the comparison of free 
surface wave evaluation between the two optimal 
hulls and the initial hull. From Figs. 10, 11, it can be 
seen that the overall phase of the bow wave system of 
the two optimal hulls is shifted backward due to the 
modification of the cross-sectional area curve using 
the shifting method. Compared with the initial hull, 
the free surface wave-making of the two optimal hulls 
has been improved. 

Figure 12 is the bodylines comparison results 
between initial and optimal hulls. For the Opt-K hull, 
the volume of the sonar cover decreases and moves up 
as a whole, and the cross section of the rear half of the 



 

 
 

ship has a large translation range. In comparison, for 
the Opt-MFDNN hull, the volume of the sonar cover 
increases, but it also moves up as a whole. In addition, 
the cross section of the rear half of Opt-MFDNN hull 
has a small shifting range the. The detailed design va- 
riables of the two optimal hulls are shown in Table 7 
 

 
 
Fig. 12 Bodylines comparison of initial and optimal hulls 
 
 
4. Conclusions 

In this paper, a new hull form optimization 
framework based on multi-fidelity deep neural 
network is proposed. Firstly, the optimization frame- 
work is tested by mathematical function. Then, the 
optimization problem of DTMB-5415 resistance is 
carried out using the MFDNN surrogate model and 
the Kriging model. The conclusions are as follows: 

(1) The optimization framework proposed in this 
paper can use fewer high-fidelity samples and 
combine more low-fidelity samples to construct a 
multi-fidelity surrogate model with higher accuracy, 
which can be used for hull form optimization. 

(2) The multi-fidelity deep neural network 
surrogate model can take into account both efficiency 
and accuracy, and the resistance of the optimal hull is 
improved by 8.15%. The resistance of the Kriging 
model optimization results only improved by 7.08% 
when only high-fidelity data were used. And the 
multi-fidelity deep neural network model uses only 30 
sets of high-fidelity data, and the optimization 
efficiency is greatly improved by 39.43%. 
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