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ABSTRACT

By injecting bubbles on the surface of ships or underwater vehicles, friction resistance can be effectively reduced. This technique is known as
bubble drag reduction (BDR). The Euler–Lagrange method has been proved to be an effective numerical method in the study of the BDR
mechanism. Bubble diameters were uniform in previous Euler–Lagrange simulations. However, many experimental results indicated that
there is a nonuniform bubble size distribution under the action of turbulence, which affects the drag reduction significantly. In this paper,
the authors developed a Euler–Lagrange code with the ability to simulate bubble breakup and bubble coalescence. The process of BDR on a
flat plate is simulated by injecting bubbles into a turbulent boundary layer flow. Diameters of the bubbles are the same when they are
injected into the flow field. During the simulation, bubbles of varying sizes can be clearly simulated in the evolution process due to breakup
and coalescence. The drag reduction effect and bubble size distribution are validated by comparison with previous experimental data.
Numerical results with and without breakup and coalescence models are discussed in detail to illustrate the advantage of the present
algorithm. Moreover, bubble size distribution, bubble trajectory, and bubble induced turbulent modulation are analyzed in detail to explain
the mechanism and its relationship with bubble size distribution.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0037962

I. INTRODUCTION

Skin frictional resistance accounts for more than half of the total
drag for low-speed ships with full hull, such as cargo ships and tank-
ers.1 Therefore, reducing skin frictional resistance is always an impor-
tant goal in shipping research.2 The bubble drag reduction (BDR)
technique has been a focus in recent years, in which bubbles are
injected into the bottom of the ship and cover the bottom surface to
reduce frictional resistance.3 Many ship experiments have proved the
significant drag reduction effect at model scale4,5 and full scale.6 At the
same time, the underlying mechanisms still need to be further
explored. The actual BDR process under the ship bottom plate is usu-
ally simplified into a problem that injecting bubbles into a turbulent
boundary layer to carry out a fundamental study.

The experiment of bubble injection under a flat plate is one of
the most important research methods. Many reliable data and flow
states are obtained from previous experimental studies. Hassan et al.7

built a turbulent water channel at Reynolds number Reh¼ 5128. The

maximum drag reduction effect reached 38.4%. Ortiz-Villafuerte and
Hassan8 adopted the particle image velocimetry (PIV) technique to
measure the water flow modulation induced by bubble injection. The
results indicated that the velocity fluctuation along the flow direction
is strengthened, and the velocity fluctuation along the wall-normal
direction is weakened. Murai et al.9–11 also carried out bubble channel
flow experiments. They found that the near wall Reynolds stress was
reduced, which was an important reason for drag reduction. Besides
the drag reduction effect and flow data, detailed bubble images near
the plate surface were provided. The images showed that most bubbles
remain spherical under the action of large surface tension. However,
the bubble sizes are nonuniform, and bubbles with different diameters
form a special size distribution near the wall surface. In order to meet
the needs of practical applications, a series of high Reynolds number
(2:1�108) experiments12–14 were carried out in the USA Navy's Large
Cavitation Channel. The detailed bubble size distribution (BSD) at
several down-stream positions was measured. Under the high speed
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conditions, bubbles were smaller than the original size due to the
impact of turbulence. While under the low speed conditions, bubbles
coalesced to form an air layer, and the max drag reduction effect could
reach 80%. Hara et al.15 performed a microbubble drag reduction
experiment and provided bubble size distribution at different stream-
wise positions by detailed image analysis. Their results are used to
validate the numerical simulation in this paper. More recently, Paik
et al.16 carried out visualization investigation for bubble behaviors in
the turbulent boundary layer. A microbubble generator was used to
produce bubbles with diameters in the range 5–100lm. The results
showed that bubbles with different diameters behaved differently in
the turbulent boundary layer, which would affect the drag reduction
effect.

It is still a difficult problem to fully measure and count the com-
plex bubble flow data in the experiment. However, numerical simula-
tion has the advantage of extracting the flow information and has been
applied in BDR investigation. The two-fluid model (TFM) in the Euler
framework is one of the most commonly used modeling methods, in
which both the water phase and bubble phase are modeled by
Navier–Stokes equations. This method can be used in simulations
with a large amount of bubbles due to the low computational cost.
Kunz et al.17 employed an ensemble averaged multifield two-fluid
baseline differential model to simulate the BDR problem at a high
Reynolds number. The numerical results were compared with experi-
mental data and were proved to be qualitatively correct. In order to
overcome the accuracy shortcomings, Kunz et al.18 improved their
code and calculated the bubble breakup and coalescence by the interfa-
cial area density transport (IADT) model. Detailed validation studies
were performed across a wide range of Reynolds numbers. A similar
model was adopted by Zhao et al.19 to study the drag reduction effect
with different bubble sizes. Expect the IADT model, more scholars
adopted the population balance model (PBM) to simulate bubble
breakup and coalescence in Euler two-fluid simulations.
Mohanarangam et al.20 adopted a population balance approach based
on the multiple-size-group (MUSIG) model to account for the bubble
size distribution. The validity of numerical models is verified by com-
parison with experimental data. Qin et al.21 carried out both numerical
simulation and the experimental test of BDR on a flat plate. Bubble
size distributions at different air flow rates were predicted well, and
streamwise characteristics of the drag reduction effect were discussed
in their study.

Although the drag reduction effect can be predicted accurately
by the two-fluid model, the description of bubble dynamics is still
unclear. Therefore, in order to further investigate the underlying
physical mechanism, the Euler–Lagrange method was adopted to
resolve the detailed bubble behavior of bubbles in the BDR problem.
In this method, Navier–Stokes equations are used to solve hydrody-
namics, and the kinematic equation is used to solve bubble dynamics.
Xu et al.22 combined the direct numerical simulation (DNS) and
Lagrange bubble tracking to simulate BDR in a channel flow.
By means of the accurate numerical method, the modification of
turbulent structures in the near-wall region was discussed in detail.
Ferrante and Elghobashi23 applied the same numerical method and
studied the change of fluid velocity induced by bubble injection in a
turbulent boundary layer. They found a local positive of the fluid
velocity in the near wall region, which was regarded as a contribution
to the drag reduction. Mattson and Mahesh24 carried out a one-way

coupled Euler–Lagrange simulation and focused on the bubble
migration in the turbulent boundary layer. The effect of different
hydrodynamic forces on the behavior of bubbles was verified. The
interaction of bubbles and liquid turbulence was the dominating
topic of the previous two-way coupled Euler–Lagrange simulation.
Vertical25,26 and horizontal27 channel flows laden with bubbles were
the main research condition. The two-way coupling was achieved by
interface models and the coupled source term in the momentum
equation. The main conclusion agreed upon in these studies is that
bubbles reduce Reynolds stress and turbulent kinetic energy in the
near wall region, which is an important mechanism of drag reduc-
tion. The DNS method was adopted for the fluid solution of the
above studies. The Reynolds number was relatively low, and the
bubble diameter was uniform and small. Asiagbe et al.28 adopted
the large eddy simulation (LES) model to solve the liquid phase in
Euler–Lagrange simulation. Their results proved that the velocity fluc-
tuations and flow modification induced by bubbles could also be
resolved by LES simulation with less computational cost. Zhang et al.29

proposed a Gaussian distributed two-way coupled algorithm to over-
come the numerical instability when the bubble diameter was larger
than the grid size. Bubble collision was also considered in the BDR sim-
ulation, and bubble trajectory was discussed in detail. It is worth noting
that bubble diameters were uniform in all the Euler–Lagrange studies
described above, meaning that bubble breakup and coalescence were
ignored.

Summing up the previous studies introduced above, it can be
found that the lack of bubble breakup and coalescence simulation is an
important flaw in the current Euler–Lagrange studies. In many experi-
ments, it has been observed that the breakup and coalescence of bub-
bles will lead to the formation of nonuniform bubble size distribution,
which has a great impact on the drag reduction effect. In the TFM
numerical studies, the singleness of the bubble attribute is originally a
disadvantage of the TFM model, but the bubble size distribution has
been successfully predicted by the combination of the PBM model.
It has been proved that better results can be obtained with accurate
BSD prediction. The PBM model is a statistical method. In the
Euler–Lagrange method, since each bubble is tracked individually, the
simulation of bubble breakup and coalescence can be realized by
means of more physical models. Unfortunately, these kinds of bubble
behaviors have not been simulated in previous Euler–Lagrange studies.
The main goal of the present study is to develop a Euler–Lagrange
code for BDR simulation with the consideration of bubble breakup
and coalescence. The critical Weber number model is used as the crite-
rion of breakup. The contact and elastic collision between bubbles are
fully solved, and the coalescence of bubbles is performed based on
the contact time. The visualization results and statistical analysis of
bubbles are presented.

II. MATHEMATICAL MODELING

In the present Euler–Lagrange study, the liquid and bubble are
treated as the continuous phase and the discrete phase, respectively.
Each bubble is tracked by the kinematic equation following Newton's
second law. The liquid phase is governed by Navier–Stokes equations.
Two-way coupling is realized by hydrodynamic force models and
coupled source term in the momentum equation. The mathematical
models for different phase calculation and coupling are introduced in
detail as follows.
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A. Liquid phase solving

It is important to simulate the liquid flow fluctuations to further
study the bubble evolution. According to previous studies,28,29,51 the
LES model has been proved to be an effective method to solve the flow
fluctuations in turbulent boundary layer flow. Therefore, it is used for
the simulation of the liquid phase. A box filter is adopted to filter the
eddy in the flow field. The large-scale eddy is directly solved, while the
small-scale eddy is approximated by the sub-grid model. The filtered
continuity and momentum equations are written as

@a
@t

þ @aui
@xi

¼ 0; (1)

@aui
@t

þ uj
@aui
@xj

¼ � 1
q
@p
@xi

� @

@xj
rij þ sijð Þ þ ag þ f pf

ql
; (2)

where the overbar identifies filtered quantities. ui is the fluid velocity
in three directions (i¼ x, y, z), a is the liquid phase volume fraction, ql
is the liquid density, p is the pressure, rij is the viscous stress, and f pf
is the coupled source term, which reflects the effect of bubbles on the
liquid. The subgrid scale (SGS) stress tensor sij is given by

sij ¼ ui uj � ui uj : (3)

The wall adapting local eddy-viscosity model (WALE)30 is used
to model the SGS stress. The turbulent kinematic eddy viscosity is
defined as

�t ¼ CwDð Þ2
SdijS

d
ij

� �3=2
SijSij
� �5=2 þ SdijS

d
ij

� �5=4 ; (4)

where the filter width D is calculated by D ¼ V1=3. Cw is a constant
model coefficient. Simulation by the model proposer has shown that
Cw equals 0.5, which is appropriate for the homogenous isotropic tur-
bulence (HIT). Since most of the practical flow problems, including the
turbulent boundary layer flow studied in this paper, are inhomogeneous
and highly anisotropic, Cw should be decreased to model the flow char-
acteristics. At present, Cw ¼ 0:325 is widely accepted,31 which is also
used in this work. Sij is the strain-rate tensor, which satisfies

Sdij ¼
1
2

g 2ij þ g 2ji
� �

� 1
3
dijg

2
kk g ij ¼

@ui
@xj

: (5)

B. Bubble dynamics tracking

Bubbles are assumed to be nondeformable spheres under the
action of large surface tension. The motion of bubbles can be solved by
the kinematic equation constructed by various hydrodynamic forces.
The governing equation is written as

m
dv
dt

¼ f D þ f L þ f P þ f G þ f C

¼ 3mCD

4d
u� vj j u� vð Þ þmql

qb
CL u� vð Þ� r�uð Þ

þmql
qb

Du
Dt

þmg 1� ql
qb

� �
þ f C; (6)

where v is the bubble velocity,m is the mass of bubble, d is the bubble
diameter, and ql and qb represent the liquid density and bubble

density, respectively. The terms on the right side of Eq. (6) represent
the drag force, shear lift force, fluid acceleration force, gravity buoy-
ancy, and collision force, respectively. The drag force coefficient (CDÞ
and lift force coefficient (CLÞ are determined by Tomiyama's drag
model32 and the lift model33 as follows:

CD ¼ max min
16

Re 1þ 0:15Re0:687ð Þ 48
Re

;
8
3

Eo
Eoþ 4

0
@

1
A

0
@

1
A; (7)

CL ¼ min 0:288 tan h 0:121Reð Þ; f Eodð Þ� 	
; Eod<4;

f Eodð Þ; 4<Eod<10:7;

(

f Eodð Þ ¼ 0:00105Eo3d � 0:0159Eo2d � 0:0204Eodþ0:474; (8)

where the bubble Reynolds number is defined as Re ¼ d u�vj j
t and the

E€otv€os number (Eo) is defined as Eo ¼ g ql�qbj jd2
r , where r is the surface

tension coefficient, which is 0.072N/m in the present study. Eod is

defined as
g ql�qbj jd2H

r , where dH ¼ d 1þ 0:163Eo0:757ð Þ. The selection
of drag and lift models mainly affects the velocity of bubbles, thus
affecting the spatial distribution. A larger drag coefficient makes the
bubble velocity more likely to be the same as the surrounding liquid
flow, while a larger lift coefficient causes the bubbles to move more
obviously in the direction perpendicular to the main flow. The models
adopted in the present work are derived from experiment tests of
Tomiyama et al.,32,33 and the effectiveness has been validated in our
previous study.29

The collision force f c is calculated by the sum of an elastic force
and a viscous force. A nonlinear collision force model proposed by
Heitkam et al.34 is adopted in this paper to describe the bubble–bubble
interaction and bubble–wall interaction. The elastic and viscous con-
tact forces can be written as

Felastic ¼ 18:5r
D
Req

 !2

þ 2:0Dr; (9)

Fviscous ¼ uCbc
12ll
2p

0:34
D
Req

þ0:0002

 !�0:5

� 4:0

ffiffiffiffiffiffiffi
R3
eq

h0

s
þ 3:0Ra

Req

h0

0
@

1
A
; (10)

where Req is the effective radius, D is the deformation of the bubble,
and h0 is the gap width when the bubble approaches another bubble
or a wall. The parameter Cbc represents the collision partner, which is
equal to 1 for bubble–wall collision and 0.25 for bubble–bubble colli-
sion. In fact, bubble–bubble collision has little influence on this prob-
lem. However, the bubble–wall collision will affect the relative position
of the bubble and the wall surface, resulting in the change of the local
void fraction. A “harder” collision model with a large coefficient in
Eq. (9) may lead to the consequence that the bubbles are difficult to
adhere to the plate, resulting in a reduction in the void fraction. The
applicability of this model in bubble–wall interaction and BDR simula-
tion has been validated in previous work.29

C. Two-phase coupling

It is obvious that the bubble motion is controlled by the hydrody-
namic force as Eq. (6), which is called one-way coupling. A two-way
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coupled algorithm means that the effect of bubbles on the liquid can
also be modeled.35 The coupled effect includes two parts. First, in
terms of mass conservation, the volume of bubbles in the flow field
should be removed, which forms the volume fraction. Second, in terms
of momentum conservation, bubble motion leads to coupled forces
acting on the liquid flow. The coupled forces can be calculated as the
reaction force of the hydrodynamic forces on bubbles.

Because both phases are defined in different frameworks (i.e.,
Lagrange and Euler), the most important problem is to employ a rea-
sonable mapping technique to achieve two-way coupling. A Gaussian
bubble volume distribution scheme is adopted to overcome the
numerical instability when the bubble is larger than grid size. For
example, the void fraction in a cell i can be calculated using

ai ¼
XNi

j¼1

f k;jV
b
jPNcells

k
Vcell

k f k;j
� � ; f k;j ¼

1

ð ffiffiffiffiffi
2p

p
SÞ3 e

�
xkjj j2
2S2

� �
; (11)

where Ni is the number of bubbles in the affected region of cell i, Vb
j is

the volume of bubble j, Ncells is the number of cells in the affected
region of bubble j, Vcell

k is the volume of cell k, f k;j is the Gaussian
weight function adopted in the present study, xkjj j represents the dis-
tance between cell k and bubble j, and S is the standard deviation. Both
the volume fraction and coupled forces are smoothed by this scheme.
A detailed derivation of Eq. (11) is described in our previous study.29

D. Bubble breakup

The numerical simulation of bubble breakup consists of two key
parts. One is the breakup critical criterion, and the other is the daugh-
ter bubble size distribution.

The critical criterion of bubble breakup is directly related to the
physical phenomena. The physical breakup mechanisms can be classi-
fied into four main categories: turbulent fluctuation and collision, vis-
cous shear stress, shearing off process, and interfacial instability.36,46

Among these mechanism problems, bubble breakup due to turbulent
fluctuation and collision has been most extensively studied.36 At the
same time, this mechanism has been regarded as the dominant
breakup mechanism for bubble moving in turbulence flow like the
BDR process. In this kind of physical problem, the most important
physical quantities are turbulent kinetic energy and bubble surface
energy. Turbulent kinetic energy represents the perturbation of sur-
rounding liquid flow, while bubble surface energy represents the ability
to keep its original shape. By dimensionless analysis, the breakup criti-
cal criterion can be written in terms of a Weber number as follows:

We ¼ qldu2ðdÞd
r

; (12)

where ql is the liquid density, d is the bubble diameter, r is the surface
tension coefficient, and du2ðdÞ is the mean square liquid velocity dif-
ference over the bubble diameter.

Based on the Weber number, many literature studies proposed
using a constant critical value Wecrit to be the criterion. One of the
most popular models proposed by Prince and Blanch37 isWecrit ¼ 2:3
for air bubbles in water. Risso and Fabre38 carried out experiments
under microgravity conditions and analyzed single bubble breakup in
the turbulent jet. Finally, they suggested that the critical Weber

number approximates to 2.7–2.8. Kolev39 indicated that for turbulence
acceleration induced bubble breakup, the most frequently used value
for the hydrodynamic stability in the two-phase literature is
Wecrit � 12. Obviously, it is hard to find a constant critical Weber
number value that is suitable for all conditions. Therefore, some schol-
ars proposed a critical Weber number model related to bubble charac-
teristics.40,41 Recently, Lau et al.36 established a critical Weber number
model for the Euler–Lagrange framework, which is adopted in this
paper. The criterion is defined as

We ¼ qldu2ðdÞd
r

> Wecrit ¼ 12�f; f ¼ 1þ 2Ep
b

3E2=3p
b

 !�1=p

; (13)

where p¼ 1.6075, and Eb¼ f(Eod) is been shown in Eq. (8). This
model is derived from the analysis of bubble deformation in turbu-
lence flow.

As most breakup models in the literature, bubble breakup is
assumed to be binary in the present study. Sizes of the daughter bub-
bles after breakup conform to a specific statistical distribution. Based
on previous theoretical analysis and experimental measurements, it
can be summarized that there are mainly four types of distributions:
uniform distribution,37,42 bell-shape distribution,37 U-shape distribu-
tion,40 and M-shape distribution.43 Among these distribution models,
Nambiar et al.44 pointed out that the U-shape distribution model has
the strongest physical foundation. It stands for the mechanism that
equal size binary breakup consumes the most energy, resulting in the
lowest probability of occurrence. Therefore, the U-shape model is
adopted in the present work. The probability density function can be
written as

f bv cð Þ ¼ C 1ð Þ
C 0:5ð ÞC 0:5ð Þ c

�1
2 1� cð Þ�1

2; (14)

where C is the gamma function and c is a random value between 0
and 1.

For the numerical implementation, each individual bubble is
evaluated by the breakup criterion (13) before solving the kinematic
equation (6). The evaluation is performed at every time step; therefore,
the corresponding breakup frequency is f Breakup ¼ 1

Dt. If the criterion is
satisfied, the bubble breaks into two daughter bubbles whose diameter
is determined by the distribution model (13). The larger daughter bub-
ble is located at the original position of the parent bubble, while the
smaller daughter bubble is located at a random position near the origi-
nal position. As Fig. 1 shows, r is a random vector whose magnitude
equals 0.6� (dA+ dB). A coefficient of 0.6 is determined by a combina-
tion of numerical and physical considerations. A value less than 0.5
will cause the two daughter bubbles to overlap, resulting in numerical

FIG. 1. Illustration of the numerical model of bubble breakup.
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oscillation. A too large value will cause the two daughter bubbles to be
too far apart, which does not correspond to physical phenomena.
Therefore, 0.6 is recommended in the present algorithm.

The selection of the breakup criterion and daughter bubble size
distribution function will affect the calculated bubble size. For the cri-
terion, the lower the threshold of the breakup criterion, the easier the
breakup of bubbles, resulting in smaller bubble sizes. For the distribu-
tion function, the Bell-shape distribution will produce more equal-size
breakup, while the U-shape distribution tends to produce daughter
bubbles of obviously different sizes. Actually, there is no universal
model suitable for all kinds of complex flows at present. Some quanti-
tative comparisons were carried out in our previous studies45 and can
lay a foundation for the application of this work.

In order to guarantee the numerical stability, a loop process is
implemented to find a fine position that there is no overlap between
the new daughter bubbles and the surrounding bubbles. After the posi-
tions of two daughter bubbles are determined, the velocities are set to
be equal to the parent bubble velocity. The whole algorithm of bubble
breakup is summarized as shown in Fig. 2.

E. Bubble coalescence

Many kinds of models have been proposed to describe the
process of bubble coalescence. The film drainage model37 is one of the
most widely accepted bubble coalescence models and has been
adopted in the present study. The bubble coalescence process is
divided into three stages in the film drainage model. First, bubbles are
close to each other, and there is a thin liquid film between them.
Second, as bubbles are further closer, the film gradually drains and
thins. Finally, the liquid film drains out to a critical thickness and coa-
lescence occurs. The criterion is that the duration of contact bubbles
must be longer than a critical time called “drainage time.” The drain-
age time is defined as

tdrainage ¼
ffiffiffiffiffiffiffiffiffiffi
d3eqql
128r

s
ln

h0
hf

 !
; (15)

where h0 and hf are the initial liquid film thickness and final liquid
film thickness, respectively. h0 is set to be 10

−4 and hf is set to be 10
−8

for the air-water system, which are recommended by previous numeri-
cal46 and experimental47 studies. If the ratio of h0 to hf is increased,
the frequency of bubble coalescence will decrease, which may lead to
smaller size distribution of the calculated bubble cloud. The equivalent
radius deq is defined as

deq ¼ 2
1
dA

þ 1
dB

� ��1

: (16)

In many previous Euler–Lagrange studies using hard spheres to
calculate bubble collision, additional models are still needed to calcu-
late the contact time because the collision is assumed to be instanta-
neous. However, this approximation can be eliminated in the present
simulation because the contact and elastic collision are solved.

For the numerical implementation, bubble coalescence and colli-
sion have the same priority in the solution. The bubble interaction
pair list is established and updated in every time step. A variable tcontact
is used to record the cumulative contact time for each bubble pair.
Bubble pairs are evaluated by the coalescence criterion (15). If the cri-
terion is satisfied, the bubble–bubble interaction is solved as coales-
cence, otherwise as collision. The two bubbles that coalesce are
removed, and a new bubble is created as Fig. 3 shows.

The diameter and velocity of the new bubble are updated to keep
mass and momentum conservation. The expressions are shown as
follows:

dC ¼ d3A þ d3B
� �1=3

; UC ¼ d3AUA þ d3BUB

d3A þ d3B
: (17)

The whole algorithm of bubble coalescence is summarized as
shown in Fig. 4.

The algorithm implementation and equation solution are per-
formed using a self-developed solver based on the open source code
OpenFOAM. To summarize the above introduction of numerical
methods, the simulation of bubbly flow physical phenomena in the
current solver includes the motion of microbubbles under the action
of liquid flow, the bubble volume decrease caused by breakup, and the
bubble volume increase caused by coalescence. At the same time, there
are some physics about bubbly flow, which are not included in the pre-
sent solver. First, the deformation of the bubble surface, including
shape changes during breakup and coalescence, is not considered. In
the problems simulated in this study, most of the bubbles are micro-
bubbles less than 200lm, which are difficult to produce obvious defor-
mation in practice and have a very short coalescence and breakup
time. Therefore, the assumption of this method is reasonable.

FIG. 2. Flowchart of the bubble breakup algorithm. FIG. 3. Illustration of the numerical model of bubble coalescence.
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However, this assumption causes errors for problems with bubble sizes
in centimeters or several millimeters, and the method cannot be used
for the problems of bubble volume change, such as cavitation. Second,
continuous phase interface cannot be solved, which indicates that the
physical phenomena of air water stratification cannot be simulated.
For the combined implementation and computational stability of the
above algorithms, careful design is carried out in this study. However,
it can also be seen that the simulation method contains many models,
which is also an inevitable problem for simulation based on the
Euler–Lagrange method. Therefore, while introducing the models, we
have tried to clarify the source of parameter selection and its possible
influence on the calculation results. It is recommended to perform
necessary attempts on model parameters when simulating different
complex problems.

III. COMPUTATIONAL CONDITIONS

A box domain is set to create a wall-bound turbulent boundary
layer. Illustration of the computational domain and boundary condi-
tions is shown in Fig. 5. The top wall is set to be a no-slip boundary to
simulate turbulent flow under a plate. Bubbles are injected into the
flow field at the front end of the plate. The lower, front, and back
boundaries are set to be a symmetry plane. The inflow boundary is
divided into two parts, uniform inflow and turbulent inflow. The
boundary condition of the main flow region away from the plate is
uniform inflow with constant velocity, while the boundary condition
of the boundary layer region near the plate is turbulent inflow
obtained from precursor turbulent flow simulation.

Numerical simulation parameters are chosen from the experi-
ments of Hara et al.15 They carried out a microbubble drag reduction

test in a horizontal water channel. Detailed bubble size distribution
and turbulent flow modulation were provided, benefiting from the
arrangement of the optical system and particle tracking velocimetry.
The results can be used to validate the present numerical solver. The
air injector was placed at 625mm from the test section entrance, and
the measurement points were arranged within 1000mm of the injec-
tor. Flow velocity U0 was 1.1m/s based on the PIV test. Using a power
law to estimate boundary-layer momentum thickness, the correspond-
ing Reynolds number of the turbulent boundary layer is
1553 < Reh < 3337. In order to concentrate the spatial resolution to
solve the streamwise and wall-normal direction flow details, the com-
putation domain is set to cover the whole length and 1/4 width of the
channel in the experiment. The height of the computational domain is
set to ensure that the boundary layer never occupies more than one-
third of the domain. Specifically, the length is L¼ 1100mm, the width
is W¼ 25mm, and the height is H¼ 100mm. BDR with three differ-
ent air flow rates is simulated: Q¼ 30.25mm3/s, Q¼ 60.5mm3/s, and
Q¼ 90.75mm3/s, respectively. Air was injected from an electrode
array in the experiment. In the simulations, bubbles are injected from
a boundary with the same area of the electrode array. The initial
bubble diameter is set to be 200lm as the experimental measurement.
Computational parameters are summarized in Table I.

Precursor channel flow simulation proposed by Mukha and
Liefvendahl48 is adopted in the present study to generate specified
turbulent boundary layer inflow data. A fully developed turbulent

FIG. 4. Flowchart of the bubble coalescence algorithm.

FIG. 5. Illustration of the computational domain.

TABLE I. Computational parameters.

Parameter Specific value

Domain size L�W�H 1100mm� 25mm� 100mm
Height of turbulent inflow d 18mm
Liquid flow velocity U0 1.1m/s
Air flow rate Q 30.25, 60.5, 90.75mm3/s
Initial bubble diameter 200 lm
Density ql=qb 1000/1.2 kg/m3

Kinematic viscosity �l=�b 1� 10–6/1.48� 10–5
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channel flow simulation is carried out first, in which the main parame-
ters including the channel height (d¼ 18mm) and bulk velocity
(Ub¼ 0.97m/s) are calculated by the momentum thickness and veloc-
ity of the target turbulent boundary layer. The channel flow simulation
is initialized by a uniform flow field, and the development of the tur-
bulent structure can be directly reflected from the monitoring of wall
shear stress. At first, flow in the channel is laminar, and the shear stress
decreases with time. After the transition, the shear stress increases rap-
idly and then oscillates around a fixed value. The flow field presents
turbulent characteristics and reaches statistically a steady state. This
process requires a simulation time of t+ > 1800 d/Ub. Then, flow data
are sampled from a slice in the domain at every time step. The sam-
pled data are converted into an appropriate input format for the tur-
bulent boundary layer simulation by a python package eddylicious.49

The turbulent boundary layer flow simulation is initialized from zero
velocity and no bubble injection. The simulation runs for time t�1 >
2L=U0 to guarantee that the turbulent boundary layer develops
throughout the domain. Then, bubbles are injected into the flow field
according to specified air flow rates. The simulation further runs for
time t�2 > 3L=U0 to ensure the calculated physical quantities to
achieve convergence. Finally, the results are extracted for analysis.

Adequate spatial resolution is a key factor to solve the flow in the
turbulent boundary layer successfully. Grids in the streamwise and
spanwise directions are uniformly distributed, while grids in the wall-
normal direction are proportionally distributed. Grid sizes in the pre-
sent work refer to the recommendation of Georgiadis et al.50

Necessary attempts have been made before the final grid distribution
is decided. First, an initial grid height of the first layer to the wall sur-
face is set hypothetically, and the grid sizes in the streamwise and
spanwise directions are set according to the recommended proportion
in the literature.50 After calculation, grid distribution in the wall-
normal direction is further modified until the calculated wall shear
stress achieves convergence. The plate surface y+ should be approxi-
mately 1. On the basis, the grids in the streamwise and spanwise direc-
tions are properly modified and refined according to the comparison
between the calculated results and standard DNS data. After several
iterations, an adequate grid distribution is finally decided. The compu-
tational domain is discretized using Nx � Ny � Nz ¼ 600� 100�
60 structured grid points. In order to show the independency of the
present grid distribution, a comparison with a finer grid distribution is
performed, in which each grid is reduced by

ffiffiffi
2

p
times in three dimen-

sions and the total number of grids has increased by 2
ffiffiffi
2

p
times. The

physical quantity wall shear stress is chosen for comparison because
most of the flow characteristics are directly related to this crucial
parameter. At the position Reh ¼ 1600, the calculated nondimensional
2sw=qU2

0 using the current grids and the refined grids is 0.003 75 and
0.003 84, respectively. Similar results show the rationality of the cur-
rent grid distribution.

Before injecting bubbles, it is essential to validate the accuracy of
turbulent flow simulation. Three important flow quantities are com-
pared with standard data, including the mean streamwise velocity pro-
file, Reynolds-stress profile, and wall shear stress distribution. Figure 6
shows the comparison of mean streamwise velocity profiles. For the
comparison between LES results and experimental results,15 velocity
profiles at two streamwise measure points, x¼ 0.25m and x¼ 1m, are
plotted. Limited by the testing capacity of the equipment, the experi-
mental results in the near-wall region (y+ < 30) are not valid, but the

numerical results are in good agreement with the experimental results
in the log-law region. In addition, the DNS results provided by Kim
et al.51 are also plotted. They carried out a turbulent channel flow sim-
ulation at Reynolds number Res ¼ ush

� ¼ 180, which is close to the
inflow condition (Res ¼ 270) of the experimental test and the present
LES simulation. In the experimental study paper15 referred to in this
paper, Hara et al. compared their velocity profile results with the DNS
results of Kim et al. Therefore, their data are also used as standard
data for comparison. Table II shows the quantitative error between the
LES results and the DNS results. The error value is obtained by calcu-
lating the error of each data point on the velocity profile and taking
the average value. It can be found that the flow calculation near the
front is more accurate with an error of less than 5%. At the end of the
computational domain (x¼ 1m), the error is 6.4%. The main source
for the increased error is the slight overprediction of the velocity pro-
file in the log-law region. The downstream error increases partly
because the flow conditions at this location are different from those of
DNS data. Referring to published papers48,49 using the same LES
model combined with the precursor channel flow method to simulate
the turbulent boundary layer, the error of the velocity profile in the
vicinity of 5% is acceptable. The result accords with the characteristics
of the turbulent boundary layer velocity profile.

Figure 7 shows the comparison of Reynolds stress profiles. For
the turbulent boundary layer simulated in the present study, the
Reynolds numbers corresponding to x¼ 0m, x¼ 0.25m, and x¼ 1m
are Reh ¼ 1600, Reh ¼ 2000; and Reh ¼ 3300. Schlatter and Orlu52

carried out DNS simulation for turbulent boundary layer flow and

FIG. 6. Comparison of single-phase mean streamwise velocity profiles: present
LES at x¼ 0m (rhombi), present LES at x¼ 0.25m (square), present LES at
x¼ 0.25m (delta), experiment at x¼ 0.25m (black solid line), experiment at
x¼ 0.25m (orange solid line), DNS data by Kim et al. (green solid line), and log-
law with 1/k¼ 2.5 and B¼ 5.5 (blue dashed line).

TABLE II. Error of the velocity profile between LES results and DNS results.

Positions (m) x¼ 0 x¼ 0.25 x¼ 1

Error (%) 2.6 4.9 6.4
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provided Reynolds stress results at Reh ¼ 2000. Therefore, their data
are plotted for comparison with the present results at the same
Reynolds number. The quantitative comparison of Reynolds stress
profiles is mainly about the location and magnitude of the stress peak.
In the present work, the peak of the Reynolds stress occurs at
y+¼ 74.9, and the nondimensional magnitude value is 0.883.
However, in the DNS results, the peak of the Reynolds stress occurs at
y+� 70, and the nondimensional magnitude value is 0.93. The calcu-
lated error is 7.0% and 5.0% for the peak location and magnitude,
respectively. The Reynolds stress presents the characteristic of velocity
fluctuations, which is more difficult to capture than the first order
quantities. Referring to published papers51,52 using the same LES
model combined with the precursor channel flow method to simulate
the turbulent boundary layer, the Reynolds stress error of less than
10% is acceptable. For the results at different streamwise directions,
the profile of the Reynolds stress becomes wider gradually as the
boundary layer thickens downstream, which is also consistent with the
characteristics of turbulent boundary layers.

Finally, as a key parameter in the study of the drag reduction
problem, the wall shear stress distribution along the flow direction is
validated by DNS data52 and empirical power law53 Cf ¼ 0:024Re0:25h
as Fig. 8 shows. The results at four typical positions downstream are
presented to represent the distribution of shear stress on the plate,
corresponding to Reynolds numbers of Reh ¼ 1600; 2000; 2500;
and 3000; respectively. The quantitative error between the present LES
simulation and the empirical power law is shown in Table III. The
error of the most accurate point is about 1%, while the largest error is
6.7%. According to the review of Schlatter and Orlu,52 the error
between the most previous published DNS simulation results and
power law is about 1%–7% at similar Reynolds numbers. Therefore,
the present LES simulation can be regarded as acceptable.

Simulations are performed on the high performance computing
(HPC) cluster in the Computational Marine Hydrodynamics Lab,

Shanghai Jiao Tong University. Each node consists of two central
processing units (CPUs) with 18 cores per node and 64GB accessible
memory (Intel Xeon Gold 6240 at 2.6GHz). 36 processors are
assigned to calculate a case in parallel. The residual error tolerance of
10−6 is used to ensure the convergence of the physical quantity solu-
tion at each time step. The monitoring of time history of typical physi-
cal quantities ensures the convergence of the calculated results. It costs
approximately 30 h of clock time to complete a BDR simulation for
Q¼ 30.25mm3/s without modeling breakup and coalescence and 70h
with the modeling of breakup and coalescence. It is worth noting that
the computational cost is obviously dependent on the number of bub-
bles. The significant increase in computing time is not mainly due to
the new algorithms but due to the fact that the number of bubbles in
the flow field has increased several times compared with the original
case after considering breakup. At the same time, the computational
time also increases with the increase in the air flow rate obviously. It
costs approximately 150 h of clock time to complete a simulation for
Q¼ 60.5mm3/s and 230h for Q¼ 90.75mm3/s.

IV. RESULTS AND DISCUSSION

In this section, bubbles are injected into the turbulent boundary
layer, which is generated in advance. By using the Euler–Lagrange
solver with bubble breakup and coalescence modules, bubble behavior
characteristics are discussed in detail. Then, the effects of bubbles on
the water flow field are investigated, including drag reduction and
turbulent modulation. Comparisons are carried out to illustrate the
advantage of the present method in contrast with the previous one
without bubble breakup and coalescence.

A. Bubble behavior characteristics

Simulation results with air flow rate Q¼ 30.25mm3/s are taken
as an example to analyze the bubble behavior characteristics. Both
the overall view and local view of the bubble flow field can be seen in

FIG. 7. Comparison of single-phase Reynolds-stress profiles: present LES at
x¼ 0, Reh ¼ 1600 ðrhombiÞ; present LES at x¼ 0.25m, Reh ¼ 2000 ðsquareÞ;
present LES at x¼ 1m, Reh ¼ 3300 ðdeltaÞ; and DNS data by Schlatter and
Orlu52 at Reh ¼ 2000 (green solid line).

FIG. 8. Comparison of single-phase wall shear stress distributions: present LES
results at typical positions (Circles), DNS data by Schlatter and Orlu (delta),52 and
low-Re 1/7 power law proposed by Smits et al. (green solid line).53

TABLE III. Error of the wall shear stress between LES results and DNS results.

Reh 1600 2000 2500 3000 3300

Error (%) 1.2 1.1 2.8 5.5 6.7
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Fig. 9. Bubbles are presented as spheres with different diameters. For a
better view, the bubble size shown in the figure is 10 times the actual
size. For the motion of the bubbles, it is obvious that a large number of
bubbles migrate away from the upper wall downstream. A visual man-
ifestation of this is that the bubbles are located farther and farther
away from the plate. The bubble distribution shown in Fig. 9 achieves
a statistically steady state. In fact, each bubble has variation in its verti-
cal position due to turbulent fluctuation in the present unsteady simu-
lation. The maximum distance between the bubbles and the plate in
four different downstream position intervals was extracted. The mean
value Dmean and the root mean square (RMS) of the pulsation value
D0
RMS are calculated over a period of time 1L=U0. The results are

shown in Table IV. The average value can reflect the downstream
characteristics of bubble movement, while the RMS value can reflect

the unsteady variation of bubble distribution. According to previous
studies,24,29 the migration is proved to be dominated by the fluid accel-
eration force of the turbulent flow. However, bubble size characteris-
tics were not investigated in the previous numerical studies because of
the lack of bubble breakup and coalescence modules in their code. It

FIG. 9. Numerical simulation results of spatial bubble distribution with air flow rate Q¼ 30.25 mm3/s. The shown bubble size is 10 times the actual size. (a) Overall view of the
whole flow field. (b)–(e) Local view within a specific streamwise position: x 2 (0, 0.25), x 2 (0.25, 0.5), x 2 (0. 5, 0.75), and x 2 (0.75, 1).

TABLE IV. Maximum distance between the bubbles and the plate in four different
downstream position ranges.

x ranges (0, 0.25) (0.25, 0.5) (0.5, 0.75) (0.75, 1)

Dmean (m) 0.016 35 0.024 93 0.028 67 0.033 00
D0
RMS (m) 0.002 21 0.001 31 0.001 10 0.001 66
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can be seen from Fig. 9(b) that bubbles with a constant initial diameter
are injected into the flow field. As the bubbles move downstream,
obvious oscillation induced by the turbulence fluctuation appears dur-
ing the bubble movement. At the same time, strong viscous shear and
flow fluctuation produce a significant velocity difference around the
bubbles, leading to the obvious breakup from initial bubbles to smaller
bubbles. In the length range close to the injector, the bubbles are rela-
tively close to the plate. It can be seen from Figs. 9(b) and 9(c) that the
small bubbles are close to the plate mostly in a vertical position. At the
streamwise position far away from the injector as Figs. 9(d) and 9(e)
show, bubble breakup is fully developed. Although most of the bubbles
in the flow field are smaller than the initial volume, some large bubbles
can still be seen obviously, which is the result of the coalescence of
bubbles downstream. It should be noted that the maximum value of
the color bar in Fig. 9 is set as 200 lm for the purpose of better presen-
tation. It does not mean that there are no bubbles with a diameter of
more than 200 lm in the flow field. In fact, a small number of bubbles
can reach a diameter near 250 lm, but these large bubbles are difficult
to exist for a long time under turbulence.

More quantitative bubble distribution information is shown in
Fig. 10, and the vertical distribution of bubble volume density at four
typical downstream locations is plotted. At the same time, the bound-
ary layer thickness and momentum thickness are also plotted to pre-
sent a clear comparison. The x-coordinate Dx represents the
streamwise distance from the injector. The most obvious conclusion
drawn from the figure is that most of the bubble volume is concen-
trated in the near wall region. A large number of microbubbles are in
the inner layer of the turbulent boundary layer, which is beneficial to
drag reduction.13,24,29 Because the bubble volume is very small due to
the breakup, the vertical range that bubbles concentrate is smaller than
the momentum thickness. However, the bubble concentration near
the plate surface gradually weakens when moving downstream.
Meanwhile, the range of bubble vertical migration movement becomes
larger and larger downstream. Some bubbles move beyond the thick-
ness of the turbulent boundary layer and reach the main flow region at

Dx ¼ 1. The change in bubble volume distribution changes the local
viscosity and flow state, which will further affect the drag reduction
effect.

Beneficial from the bubble breakup and coalescence simulation
algorithms developed in the present study, the bubble size distribution
can be predicted, compared, and analyzed. Figure 11 shows the com-
parison of bubble size distributions between numerical results and
experimental data at two different streamwise positions. In general,
the numerical prediction agrees well with the experimental data, espe-
cially at the downstream position Dx ¼ 1m. At the upstream mea-
surement point, the numerical predicted average bubble diameter is
about 10 lm larger than the experimental results, and the predicted
peak frequency is lower. This indicates that the bubble breakup is
more violent in the experiment. The authors believe that the error is
put down to the binary breakup hypothesis in the simulation algo-
rithm. It is limited in the simulation that only two daughter bubbles
are generated per breakup. However, actual bubble breakup in the
experiment may be ternary or even multiple, which means that the
development of bubble size distribution is faster than the present sim-
ulation. After the flow is fully developed downstream, the numerical
results are in good agreement with the experimental measurement,
which proves the effectiveness of the bubble breakup and coalescence
modules in the present solver.

Five different vertical spatial ranges are selected for statistical
analysis of bubble distribution in the wall-normal direction. Average
bubble diameters in five ranges at two different streamwise positions
are shown in Fig. 12. It is found that the closer to the upper plate, the
smaller the average diameter of the bubble. This phenomenon is more
obvious upstream, which is usually the effective region of drag reduc-
tion. The results indicate that the smaller bubbles are easier to enter
the inner layer of the turbulent boundary layer. From the view of the
fluid mechanism, larger bubbles will be subjected to greater fluid accel-
eration forces in turbulent boundary layers, which drive the bubbles
more quickly toward the main flow. How to let more bubbles enter the
inner layer of the turbulent boundary layer is one of the key problems

FIG. 10. Vertical distribution of bubble volume density at four typical downstream locations, Dx ¼ 0:25, Dx ¼ 0:5, Dx ¼ 0:75; and Dx ¼ 1. The air flow rate is
Q¼ 30.25mm3/s. Turbulent boundary layer thickness (black solid line) and momentum thickness (black dashed line).
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of the bubble drag reduction technique. According to the present
results, small microbubbles need to be produced in practical applica-
tions to improve the drag reduction effect.

B. Drag reduction effect

Bubbles are injected into the turbulent flow field with three differ-
ent air flow rates, Q¼ 30.25mm3/s, Q¼ 60.5mm3/s, and
Q¼ 90.75mm3/s. The computational conditions are set according to
the experiment of Hara et al.,15 and the comparison of the drag reduc-
tion effect at two different streamwise positions is plotted in Fig. 13.
Simulations both with and without bubble breakup and coalescence
(b&c) algorithms are carried out. Cf and Cf 0 represent the frictional
resistance coefficients with and without bubble injection, which are
calculated using the local shear stress Cf ¼ 2sw=qU2. The obvious

drag reduction effect can be obtained at the upstream position as
shown in Fig. 13(a), especially with a higher air flow rate. This appar-
ent trend is also reflected in both numerical simulations. However, the
specific magnitudes are significantly different. With the increase in the
air flow rate, the drag reduction effect at the upstream is improved
from 9% to 20%. However, the drag reduction effect predicted by the
simulation without b&c algorithms varies from 2% to 7%, which is
much smaller than the experimental data. This indicates that the pre-
dicted bubble flow state in the turbulent boundary layer is different
from that in the experiment. At the same time, the drag reduction
effect predicted by the simulation with b&c algorithms varies from 5%
to 12%, which is closer to the experimental data in contrast with the
original one. The results indicate that considering bubble coalescence
and breakup will increase the calculated drag reduction effect in
the Euler–Lagrange method. For the results downstream as shown in

FIG. 11. Comparison of bubble size distributions between numerical results and experimental data at two different streamwise positions. The air flow rate is Q¼ 30.25mm3/s.
(a) Dx ¼ 0:25 and (b) Dx ¼ 1.

FIG. 12. Wall-normal direction bubble size distribution at two different streamwise positions with air flow rate Q¼ 30.25 mm3/s. (a) Dx ¼ 0:25 and (b) Dx ¼ 1.
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Fig. 13(b), the drag reduction effect is very limited. Numerical results
are less than 2%, while the experimental results also fluctuate around
the drag reduction effect of zero. By the analysis of bubble behavior
characteristics in Sec. IVA, it is found that most of the downstream
bubbles are away from the plate, resulting in the failure of drag reduc-
tion. In general, neither the new method with the b&c algorithm nor
the original method without b&c has a certain difference from the
experiment in the prediction of the drag reduction effect. The numeri-
cal results of the present work show that the new method will be help-
ful for the prediction at least in the upstream. Although it is not so
obvious in values, it also indicates that bubble coalescence and breakup

have an influence on the flow evolution. The new method is more rea-
sonable in physics.

Next, the drag reduction effect is further analyzed by means
of visual figures. Figure 14 shows a transient bubble distribution
at the position Dx ¼ 0:25 with and without b&c algorithms. The
bubble flow rate is Q¼ 60.5mm3/s. It can be found in Fig. 14(a)
that bubbles with the initial diameter are more uniformly distrib-
uted in the turbulent boundary layer so that many bubbles cannot
affect the flow in the near wall region. However, if breakup and
coalescence are simulated, bubbles will not retain their initial
sizes. A large amount of smaller bubbles stays in the near wall

FIG. 13. Drag reduction effect at two different streamwise positions: (a) Dx ¼ 0:25 and (b) Dx ¼ 1.

FIG. 14. Transient bubble distribution at the position Dx ¼ 0:25 for bubble flow rate Q¼ 60.5 mm3/s. (a) Simulation without b&c algorithms. (b) Simulation with b&c
algorithms.
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region as Fig. 14(b) shows. Microbubbles form a bubble layer on
the surface of the plate, effectively reducing the local mixing vis-
cosity of fluid. This is why the drag reduction effect predicted by
the new simulation method with b&c is larger than that predicted
by the original method and more consistent with the experimental
data.

Figure 15 shows the comparison of averaged bubble trajectory
between simulations with and without b&c algorithms. A significant
difference can be observed upstream. With the action of the bubble
breakup and coalescence algorithms, bubbles simulated by the new
method are closer to the surface of the plate. When bubbles are
injected into the flow field, breakup caused by the velocity difference
and turbulent flow is the dominant bubble behavior. This phenome-
non results in a significant difference between the results obtained by
the two different methods. At the same time, the region close to the
injector is the main effective region of the bubble drag reduction tech-
nique, which further emphasizes the necessity of simulating the bubble
breakup and coalescence behavior. As the flow develops downstream,
averaged bubble trajectories simulated by the two methods gradually

reach a similar state. Most bubbles migrate to the outer layer of the
boundary layer and make little contribution to drag reduction.

C. Turbulent flow modulation

Turbulent flow modulation due to bubble injection is a notable
characteristic in the bubble drag reduction process. Statistical flow
properties including the mean velocity profile and Reynolds stress are
calculated and compared with and without bubbles. At the same time,
simulation results with and without breakup and coalescence algo-
rithms are also plotted.

Figure 16 shows the comparison of mean liquid velocity profiles
under three different numerical conditions, including no bubble
injection, BDR without the b&c algorithm, and BDR with the b&c
algorithm. It can be seen that the bubbles mainly affect the viscous
sublayer region and log-law region, which are also the main active
regions of bubbles. The velocity of the bubbles near the wall is rela-
tively low. These bubbles drag surrounding flow, leading to a decrease
in flow velocity in the viscous sublayer. At the same time, bubbles
gather near the wall, leading to a squeeze on the liquid flow away from
the wall. As a consequence, there is an increase in fluid velocity in the
lag-law region. By comparing the results of the present numerical
method with that of the original method, the effect of velocity profile
modulation is more obvious. This is because more small bubbles
obtained by the breakup and coalescence algorithm enter the viscous
sublayer, which has a greater impact on the flow field.

Figure 17 shows the comparison of Reynolds stress profiles
between single phase and two phase simulations. It can be seen that
the main effect of bubbles is to reduce the peak value of Reynolds
stress. The velocity fluctuation induced by bubble motion produces a
Reynolds stress opposite to the original sign, leading to a significant
decrease within the range 10< y+ < 400. Specifically, in the simulation
with bubble breakup and coalescence algorithms, the Reynolds stress
decreases more obviously. According to the previous theoretical

FIG. 16. Comparison of mean liquid velocity profiles between three different numerical conditions: (a) velocity profile inside the boundary layer and (b) local velocity profile
inside the viscous sublayer.

FIG. 15. Averaged bubble trajectory simulated by two different methods for the
bubble flow rate Q¼ 60.5 mm3/s.
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analysis,8,11 Reynolds stress is an important component of frictional
drag in the turbulent boundary layer. Therefore, the reduction of the
Reynolds stress peak value caused by bubbles is also beneficial to the
reduction of frictional drag.

V. CONCLUSIONS

In this paper, bubble drag reduction in turbulent boundary layer
flow is simulated by the Euler–Lagrange method with the consider-
ation of bubble breakup and coalescence. The main achievement is to
be able to simulate the bubble size distribution, which is a break-
through in the research on the bubble drag reduction problem of the
Euler–Lagrange method. Detailed two phase flow analysis is carried
out, and the following conclusions can be obtained:

(1) Numerical algorithms of bubble breakup and coalescence for
the Euler–Lagrange method are proposed and introduced in
detail. These algorithms are successfully adopted to predict the
bubble size distribution of the bubble drag reduction process in
turbulent boundary layer flow. By comparison of flow charac-
teristics, the drag reduction effect, and turbulent modulation, it
has been proved that the simulation of bubble breakup and coa-
lescence is necessary to obtain better results.

(2) With the help of bubble breakup and coalescence simulation,
bubble size statistical analysis is carried out. The results indicate
that the smaller bubbles are easier to enter the inner layer of the
turbulent boundary layer. Driving bubbles into the inner layer
of the boundary layer is an important way to achieve an effec-
tive drag reduction. Therefore, small microbubbles need to be
produced in practical applications to improve the drag reduc-
tion effect.

(3) The influence of bubble size distribution is mainly reflected in
the upstream region, which is also the main effective region of
bubble drag reduction. When bubbles are injected into the flow
field, breakup caused by the velocity difference and turbulent
flow is the dominant bubble behavior. The bubble trajectory

obtained by the new numerical method is closer to the plate at
the upstream and has a stronger influence on the flow state. As
a result, the predicted drag reduction effect is also higher.
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