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ABSTRACT 

 

In this paper, an improved numerical wave tank based on OpenFOAM is 

developed for simulations of wave-current interaction. The ghost fluid 

method (GFM) is implemented to handle the interface jump conditions 

and eliminate the spurious velocities. The sharp interface is obtained by 

a fully coupled level set and volume of fluid method (CLSVOF). A 

modified generating-absorbing boundary condition (GABC) is 

employed to achieve high-efficiency wave simulations in the presence of 

uniform currents. At the same time, the stabilized SST k-ω turbulence 

model is adopted to solve the excessive numerical dissipation in long-

time wave propagation. The present numerical model is validated by a 

benchmark experiment, demonstrating its accuracy in predicting wave 

elevation and velocity profile. 

 

KEY WORDS: wave-current interaction, ghost fluid method (GFM), 

coupled level set and volume of fluid method (CLSVOF), generating-

absorbing boundary condition (GABC), stabilized SST k-ω turbulence 

model. 

 

INTRODUCTION 

 

With the rapid development of high-performance computers, 

Computational Fluid Dynamics (CFD) has been extensively used in 

marine hydrodynamics. Compared with previous methods like potential 

flow theory, CFD is more suitable for simulating complex two-phase 

flows, where violent free surface and large-scale flow separation may 

coexist. In addition, more detailed flow field information can be provided 

for in-depth analysis of flow mechanisms. 

 

Given these advantages, many researchers have developed their own 

two-phase CFD solvers to meet the growing demand for high-fidelity 

simulations. For the study of wave hydrodynamics, Bihs et al. (2016) 

developed a three-dimensional numerical wave tank REEF3D based on 

the level set method and the ghost cell immersed boundary method. To 

gain a better understanding of wave-structure interaction (WSI), Xie et 

al. (2020) extended their 3D two-phase flow code (Xdolphin3D) to large 

eddy simulations. The air-water interface is captured by the high 

resolution VOF scheme CICSAM, and complex geometries are handled 

by the Cartesian cut-cell method. Zong et al. (2021) combined their CIP-

based numerical model with the adaptive mesh framework Afivo to 

simulate free-surface flow. The CIP method is used for the spatial 

discretization of the advection term, and the VOF method THINC/SW is 

employed for interface capturing. Ferro et al. (2022) developed a GFM-

based two-phase solver based on the open source CFD platform 

OpenFOAM. The Ghost Fluid Method (GFM) is used to deal with 

interface jump conditions, and several algebraic VOF schemes are 

implemented to capture the interface instead of the original MULES 

algorithm. 

 

Based on the CFD approach, many scholars have established various 

numerical models to study wave-current interaction (WSI), which is 

common in realistic marine environments. For CFD simulations of wave-

current interaction, there are two main approaches to generate combined 

wave-current conditions. In the case of the first category, the target wave 

is generated by an internal wave-maker using the mass source term 

method or the impulse source term method, and the prescribed current is 

usually achieved through the inlet boundary. For example, Zhang et al. 

(2014, 2015) used an internal mass source wave-maker and the k-ε 

turbulence model to simulate two-dimensional wave-current interaction. 

They systematically studied regular and solitary wave-current 

interactions from the perspective of current velocity and wave period. 

Similarly, Hsiao et al. (2020) employed an internal mass source wave-

maker and a stabilized k-ε turbulence model to study the wave-current 

interaction with a sinusoidal bottom based on the open source CFD 

platform OpenFOAM. Windt et al. (2018) used the Code-Saturne CFD 

solver to simulate wave-current interaction by adding impulse source 

terms to the momentum equation. For the second category, the current 

and wave velocities are superimposed and then specified at the inlet 

boundary. Compared to the first category, this approach is easier to 

implement and does not require additional changes to the original solver. 

Chen and Zou (2019) employed the third-party library waves2Foam to 

investigate the wave interaction with depth-varying currents, focusing on 

the effect of vertical current shear. Markus et al. (2013a, 2013b) 

implemented an in-house wave generator in OpenFOAM 2.1 to study the 

wave-current interaction between non-linear waves and non-uniform 

currents (depth-varying exponential velocity profiles). On this basis, they 

further analyzed structural loadings for tidal stream generators under 
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such realistic offshore conditions. 

 

In the present study, an improved numerical wave tank for wave-current 

interaction simulations is presented. The primary objectives are to 

demonstrate the accuracy of the present numerical model and extend its 

application to more complex two-phase flows in the near future. The 

remainder of this paper is organized as follows. First, the numerical 

methods are introduced in detail, including governing equations, 

interface capturing method, wave-current generation and turbulence 

model. Then, the numerical setup for the wave-current simulation is 

presented. After validating the numerical model with the experimental 

measurements and numerical results by others, the flow field and the 

effect of turbulence are analyzed in the following section. Finally, the 

main conclusions are drawn. 

 

NUMERICAL METHODS 

 

For high-fidelity simulations of marine hydrodynamics, we develop an 

improved numerical wave tank based on the original two-phase VOF 

solver interFoam in OpenFOAM. An earlier version of this numerical 

wave tank has been applied to the wave-structure interaction simulation, 

demonstrating its good performance in three-dimensional practical 

problems (Chen et al., 2022). On this basis, several new features have 

recently been added to this improved solver, further extending its 

applicability to complex two-phase flows. 

 

Governing equations 

 

When the flow is assumed incompressible with constant density in each 

phase, the governing equations can be written as: 
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where U is the velocity, β = 1/ρ is the inverse density of air or water, 

p
d

= p − ρg∙x is the dynamic pressure, p is the total pressure, g is the 

gravitational acceleration, and x is the coordinate vector. νeff  =  ν + νt is 

the effective kinematic viscosity, where ν and νt are the molecular and 

eddy viscosities, respectively. Given that the large-scale characteristics 

in marine hydrodynamics, the surface tension term is neglected in Eq. 

(2). At the same time, because of the large density ratio between air and 

water, the pressure jump condition across the interface, i.e., the first term 

on the RHS of Eq. (2), is handled with the ghost fluid method (GFM). A 

detailed description of the GFM in the OpenFOAM framework can be 

found in references (Vukčević et al., 2017; Chen et al., 2022). 

 

Interface capturing method 

 

To obtain a sharp interface, a fully coupled level set and volume of fluid 

(CLSVOF) method is used instead of the previous algebraic volume of 

fluid (VOF) method. The transport equations for the volume fraction α 

and the level set function ϕ are as follows: 
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For robustness and boundedness, Eq. (3) is still solved by the MULES 

(multidimensional universal limiter with explicit solution) algorithm in 

OpenFOAM. However, in the present method, the high-order volume 

fraction flux is given using the geometric reconstruction concept of the 

piecewise-linear interface calculation (PLIC) instead of the conventional 

TVD schemes. In the interface reconstruction step, the normal vector of 

the cutting plane in each cell can be accurately calculated by the level set 

function field. For detailed information about this method, refer to the 

references (Dianat et al., 2017; Chen et al., 2023). 

 

Wave-current generation 

 

In our previous study, the generating-absorbing boundary condition 

(GABC) method (Wellens and Borsboom, 2020; Borsboom and Jacobsen, 

2021) was modified within the GFM framework, and satisfactory results 

were obtained in terms of wave generation and absorption. The GABC 

method is based on the classical Sommerfeld radiation condition and can 

finally be written in the form of the dynamic pressure boundary condition: 

 

( )
( )

( )
( )

( ) ( )( )

( )
                                      

d db C
p pb b

N Gb

w p b

c z c z
p p

a a

c z
S

a

    
 + =   

         

+ −

1 1
1

H U

,  (5) 

 

where c(z) = √gha(z), h is the water depth, and a(z) is a depth-varying 

function instead of a constant value a. Δ is the distance between the 

boundary face center and the adjacent owner cell center, ()
b
 denotes the 

variables on the boundary face, ()
C

 denotes the variables of the owner 

cell of the boundary face, and ap is the diagonal coefficient of the semi-

discretized form of Eq. (2). H(uN) = − ∑ aNuN+bf  consists of the source 

term b arising from the discretization of Eq. (2) and the contribution 

− ∑ aNuNf  from all neighbor cells, aN is the off-diagonal coefficient of 

the semi-discretized form of Eq. (2), uN is the velocity of the neighbor 

cell, β
w

 is the inverse water density, and SG is the source term for wave 

generation. 

 

In this study, the presence of uniform current is further considered in the 

GFM method (Chang, 2021), enabling the simulation of combined wave-

current conditions. When the uniform current is introduced, Eq. (5) then 

becomes: 
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where ucurrent is the uniform velocity vector, and nb is the unit normal 

vector of the boundary face. 

 

 

Turbulence model 

 

In the present study, a stabilized k-ω SST model (Larsen and Fuhrman, 

2018; Devolder et al., 2017) is employed to overcome excessive 

numerical dissipation in wave propagation problems. Compared to the 

original k-ω SST model (Menter et al., 2003), this stabilized variant 

solves the overestimated eddy viscosity near the interface. The transport 

equations for the turbulence kinetic energy k and the turbulence specific 

dissipation ω are as follows: 
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where Pk̃  is the production term for k, t  is the coefficient of the 

buoyancy production term, Pω is the production term for ω, F1 is the 

blending function, and k ,  , 
* , 2  are all constants. The eddy 

viscosity is defined as: 
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where F2  is another blending function, 0p  is the square of the mean 

strain rate tensor, and p  is the square of the mean rotation rate tensor. 

 

NUMERICAL SETUP 

 

The focus of the present study is to validate the improved numerical 

wave tank by comparing it with the laboratory experiments of Umeyama 

(2011). The experiments were performed in a wave channel with main 

dimensions of 25.0 m × 0.7 m × 1.0 m (length × width × depth). At the 

ends of the channel, a piston-type wave maker and a wave absorber were 

placed for wave generation and absorption, respectively. In addition, a 

pipe under the tank was employed to recirculate the water, generating the 

target uniform currents. More details about the experimental facilities 

can be found in the reference (Umeyama, 2011). 

 

 

Computational domain and mesh 

 

To save computational cost, a two-dimensional computational domain of 

0 < x <13 m and -0.3 m < z < 0.3 m is adopted in our simulation, as shown 

in Fig. 1. The still water is located at z = 0, and the water depth h is set 

to 0.3 m, the same as in the experiments. The top of the computational 

domain, the atmosphere boundary, is 0.3 m above the still water. 

 

 
Fig. 1. Computational domain. 

 

Fig. 2 shows the computational mesh. In the horizontal direction, the 

mesh has a uniform length λ/Δx ≈ 130, with approximately 130 cells per 

wavelength λ. In the vertical direction, the mesh is refined near the 

interface and bottom boundary, as shown in the enlargements of Fig. 2. 

To ensure the accuracy in long-time wave propagation, the number of 

cells per wave height is set to H/Δz ≈ 30. Besides, considering the 

intermediate depth condition, the height of the first layer at the bottom 

boundary is set to Δz ≈ 1/240 h, and the expansion ratio is set to 1.05. 

After that, the mesh finally consists of 2.028×105 cells. 

 

 
Fig. 2. Computational mesh. 

 

 

Boundary and initial conditions 

 

As for the boundary conditions, the GABC is applied to the inlet and 

outlet for wave generation and absorption, respectively. The no-slip 

boundary condition is imposed on the bottom, the Neumann boundary 

condition ∂φ/∂n = 0 is used for the atmosphere, and the empty boundary 

condition is adopted for the lateral sides (not shown in Fig. 1). 

 

According to the experiments, the input wave height H is 0.0361 m and 

the wave period T is 1 s. The uniform current ucurrent is set to (0.08, 0, 0) 

m/s, in the same direction as the wave propagation. At the beginning of 

the simulation, the still water is initialized with ucurrent to save time to 

reach stable state. For the variables of the turbulence model, the eddy 

viscosity is initially set to νt/ν = 1, following the settings of Larsen and 

Fuhrman (2018). The turbulence specific dissipation is initially set to 

ω = 2.71√p
0
, where p

0
 is calculated as 0.89 s-2. Correspondingly, the 

turbulence kinetic energy is initialized with k = ωνt. 

 

The temporal discretization is performed using a blended scheme with a 

blending factor of 0.95 (Zhuang and Wan, 2021), which is between the 

first-order Euler scheme and the second-order Crank-Nicolson scheme. 

For the spatial discretization, the advection term and the diffusion term 

are discretized using a second-order linearUpwind scheme and a second-

order linear scheme, respectively. Among them, the diffusion term of the 

pressure Poisson equation is specially discretized using a second-order 

GFM-corrected linear scheme, and the advection term of the level set 

function transport equation is discretized using a second-order vanLeer 

TVD scheme. The time step is set to Δt = 1/400 T, satisfying that the 

maximum Courant number is less than 0.5. The total simulation time t is 

50 T, which guarantees enough periodic stable results for statistical 

analysis. 

 

 

RESULTS AND DISCUSSION 

 

 

Numerical validation 

 

Fig. 3 shows the comparison of phase-averaged surface elevations in a 

wave period. The numerical results at x = 6 m for the last 20 wave cycles 

are collected and averaged in our statistical analysis. It can be seen that 

the present result is in good agreement with the laboratory experiment 

and the numerical simulation by Zhang et al. (2014). However, a slight 

discrepancy can be found near the wave crest, where the crest height is 

over-estimated. It may require further improvements to our numerical 

model. Fig. 4 further compares the instantaneous horizontal velocity 
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profiles at different time instants with a time interval of 0.25s. For 

comparison, only the velocity in the water column (ϕ > 0) of the last wave 

cycle is shown. It shows that the present numerical model can accurately 

predict the horizontal velocity through the whole water column under 

wave-current interaction. The over-estimated wave crest in Fig. 3 is 

responsible for the discrepancy in Fig. 4(c), where the numerical 

prediction is higher than the experimental measurement. On the other 

hand, our numerical model shows better performance in predicting the 

velocity near the bottom. Compared with the numerical results of Zhang 

et al. (2014), the boundary layer on the bottom becomes thicker (velocity 

gradient becomes gentler) in our simulation, which agrees better with the 

experiment. This difference can be attributed to two possible aspects: the 

simulation time and the turbulence model. According to a numerical 

study of the current-only case by Windt et al. (2018), the boundary layer 

thickness increases with the simulation time, and a stable velocity profile 

can only be obtained after 40s. In contrast, the total simulation time of 

Zhang et al. (2014) is only 25s, where the last 5 wave cycles (5s) are used 

for the analysis. Besides, Zhang et al. (2014) adopted the k-ε turbulence 

model, whereas we used a stabilized SST k-ω turbulence model in the 

present study. The performance of different turbulence models in 

boundary layer flows may also account for this difference. 

 

 

 
Fig. 3. Comparison of phase-averaged surface elevations in a wave 

period. 

 

 

          
                               (a)                                                        (b) 

          
                               (c)                                                        (d) 

Fig. 4. Comparison of instantaneous horizontal velocity profiles at (a) t 

= 0, (b) t = 0.25 s, (c) t = 0.5 s, and (d) t = 0.75 s. 

 

 

Flow field analysis 

 

Fig. 5 shows the instantaneous horizontal velocity contours at different 

time instants. The solid black line is the instantaneous free surface, 

represented by the contour line of ϕ = 0. Due to the use of the GFM, the 

reported spurious air velocities (Afshar, 2010) are significantly reduced, 

leading to a more physical flow field. In addition, a small recirculation 

zone can be observed on the bottom below the wave trough, which can 

also be seen in Fig. 4(a). Fig. 6 illustrates the instantaneous level set 

function contour at t = 0.5 s. It can be clearly observed that the signed 

distance property of the level set function is well preserved, 

demonstrating the effectiveness of the present CLSVOF method. 

 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
 

Fig. 5. Horizontal velocity contours at (a) t = 0, (b) t = 0.25 s, (c) t = 0.5 

s, and (d) t = 0.75 s. 

 

 

 
Fig. 6. Level set function contour at t = 0.5 s. 

 

 

Effect of turbulence 

 

In the above simulation, the stabilized SST k-ω model is adopted to 

account for the turbulence effect. To better demonstrate its superiority in 

wave-current interaction, the laminar model and the original SST k-ω 

model are also used to perform the simulation under the same working 

condition. Among them, the initial conditions and wall functions of the 

original SST k-ω model are kept the same as those of the stabilized k-ω 

model. Fig. 7 shows the comparison of phase-averaged surface 

elevations in a wave period using different turbulence models. It can be 

seen that the laminar model shows almost the same result as the 

stabilized SST k-ω model. However, the original SST k-ω model 

significantly underestimates the amplitude of the surface elevation, 

which can be explained by the over-predicted eddy viscosity near the free 

surface. In addition, the phase of the original SST k-ω model is also 

slightly different from the previous ones.  

 

 
Fig. 7. Comparison of phase-averaged surface elevations in a wave 

period using different turbulence models. 

 

Fig. 8 compares the instantaneous horizontal velocity profiles of 

different turbulence models. The comparison shows that the laminar 

model gives almost the same result as the stabilized SST k-ω model in 

the mid-depth region but is slightly different near the bottom and the free 

surface. The laminar model underpredicts the thickness of the boundary 

layer on the bottom while showing slow recovery near the free surface. 

This feature suggests that the laminar model may be suitable for deep 

water conditions, where the bottom effect can be ignored. On the other 

hand, due to the significant differences in surface elevation, especially at 

the wave crest and trough (as shown in Fig. 8(a) and (c)), the original 

SST k-ω model cannot give satisfying results. It further demonstrates that 

the original SST k-ω model cannot be used for the numerical simulation 

of wave-current interaction. To further illustrate the reason, Fig. 9 and 

Fig. 10 present the comparison of turbulence kinetic energy and eddy 

viscosity, respectively. As shown in Fig. 9, the stabilized SST k-ω model 

significantly resolves the overproduction of turbulence kinetic energy 

near the free surface due to the inclusion of the buoyancy production 

term in Eq. (7). Also, under the combined action of the buoyancy 

production term and the eddy viscosity limiter, the excessive generation 

of eddy viscosity near the free surface is significantly improved, as 

shown in Fig. 10. Moreover, Fig. 10(b) shows that the eddy viscosity is 

mainly distributed near the bottom and the free surface, which can well 

explain the difference between the laminar model and the present 

stabilized model in Fig. 8. 

 

          
                               (a)                                                        (b) 

 

          
                               (c)                                                        (d) 

 

Fig. 8. Comparison of instantaneous horizontal velocity profiles using 

different turbulence models at (a) t = 0, (b) t = 0.25 s, (c) t = 0.5 s, and 

(d) t = 0.75 s. 
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(a) 

 
(b) 

 
 

Fig. 9. Comparison of turbulence kinetic energy at t = 0.5 s: (a) SST k-ω 

and (b) Stabilized SST k-ω. 

 

 

 
(a) 

 
(b) 

 
 

Fig. 10. Comparison of eddy viscosity at t = 0.5 s: (a) SST k-ω and (b) 

Stabilized SST k-ω. 

 

 

CONCLUSIONS 

 

In this paper, an improved numerical wave tank based on OpenFOAM is 

developed and applied to a two-dimensional simulation of wave-current 

interaction. The GFM is used to eliminate the reported spurious air 

velocities, and a fully CLSVOF method is implemented to capture the 

sharp interface. For wave-current generation and absorption, an 

efficiency method, a modified GABC approach, is employed to achieve 

wave propagation with uniform current. In addition, a stabilized SST k-

ω model is adopted to account for the turbulence effect in wave-current 

interaction. The present numerical results are first compared with 

experimental measurements and then analyzed for the flow field. 

Furthermore, the effect of turbulence is discussed by comparing the 

results of different models. The main conclusions are as follows. 

 

The numerical results are in good agreement with the experimental data 

in terms of surface elevation and horizontal velocity profile, which 

proves the accuracy of the present numerical model. Moreover, our 

numerical model performs better in predicting the velocity profile near 

the bottom. For the flow field, the implementation of the GFM eliminates 

the spurious air velocities, and the current CLSVOF method is effective 

in capturing the interface. Compared with the stabilized SST k-ω model, 

the original SST k-ω model under-predicts the surface elevation due to 

the excessive generation of turbulence kinetic energy and eddy viscosity 

near the free surface. As a result, the velocity profiles also show a large 

discrepancy. On the other hand, the laminar model is sufficient to predict 

the surface elevation in wave-current interaction while showing slight 

differences in the velocity profiles near the bottom and the free surface. 

In the future, we will apply this improved numerical wave tank to other 

complex two-phase flows in marine hydrodynamics and study their flow 

mechanisms. 
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