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ABSTRACT 

 

In this work, the Moving Particle Semi-Implicit method (MPS) is 

combined with a GPU-like processor, the Deep Computing Unit (DCU). 

An efficient numerical solver for multiphase flow problems 

characterized by strong nonlinearity and significant interface 

deformation is developed. Our in-house GPU-accelerated MPS 

algorithm is transported to the HIP programming environment-based 

DCU platform and the MPSDCU-SJTU solver is developed. In the 

simulation of 3D bubbly flow involving a set of bubbles, the numerical 

results of DCU solver are in good agreement with those of the mature 

GPU solver, validating the accuracy of the DCU solver. Performance 

testing indicates that the solver's computational efficiency is significantly 

enhanced and its potential application in large-scale multiphase flow 

problems is expanded. 

 

KEY WORDS: Moving Particle Semi-Implicit method; Deep 

Computing Unit; multiphase flows; Large scale simulation. 

 

 

INTRODUCTION 

 

MPS, with its Lagrangian description, has advantages in simulating 

complex flow problems, especially in high-precision simulation of 

multiphase flows. However, the high computational cost associated with 

neighbor particle search and solution of the pressure Poisson equation 

limits its practicality in large-scale applications.  

 

In recent years, several multi-resolution techniques have been proposed  

to optimize the MPS algorithm, improving computational efficiency and 

reducing computing time. Particles with higher resolution are arranged 

near the key areas of concern, such as near structures (Zhong et al., 2023; 

Huang et al., 2022; Zhang et al., 2022), bubbles (Jiang et al., 2024; Yang 

et al., 2023) and free surface (Chen et al., 2023). While in the parts far 

away from the key areas of concern, particles with lower resolution are 

used. 

 

With the development of computer hardware, the simulation speed of the 

particle method has been greatly improved. Parallel acceleration 

technique with CPUs is introduced to the particle-based methods. A 

particle method task is decomposed into multiple subtasks and assigned 

to multiple CPUs for simultaneous processing. Parallel particle-based 

methods have been used to investigate several problems (Xie et al., 2021), 

such as wave breaking (Marrone et al., 2012), liquid sloshing (Jiao et al., 

2024), liquid-solid two-phase flows (Xie et al., 2025) and wave–body 

interactions (Xie et al., 2023). 

 

The GPU was originally designed to accelerate the rendering process of 

computer graphics. Thanks to its large-scale data processing capabilities, 

it has been widely used to accelerate numerical simulations in recent 

years. Researchers have introduced the GPU technique to the mesh-

based methods, such as finite volume method (Ma et al., 2024), finite 

difference method (Pekkila et al., 2017), etc. With the acceleration of 

GPU, particle-based methods have also been applied to solve large-scale 

problems. Zhao et al. (2023) studied the high-speed water entry of 

objects using a GPU-accelerated SPH (Smoothed Particle 

Hydrodynamics) solver. Zhao et al. (2023) investigated landslide-

induced surge waves using the GPU-accelerated SPH-DEM coupling 

method. Lyu et al. (2023) employed the SPH-GPU solver to simulate 

water entry process of a vessel section, waves impact offshore structures, 

vessels advance in calm water, etc. Due to the solution of pressure 

Poisson equation, the MPS (Moving Particle Semi-implicit) method may 

require greater computational cost. Therefore, it is of greater importance 

to introduce GPU acceleration technique into the MPS method. Xie et al. 

(2020) studied the sloshing in a square liquid tank based on the GPU-

accelerated MPS method. Zhang et al. (2022) simulated atomization by 

jet impact using MPS with GPU acceleration. Zhan et al. (2025) 

developed a enhanced SPH solver - DualSPHysics+ with GPU 

acceleration technique. However, as the artificial intelligence arms race 

unfolds, it's difficult to obtain high - end GPU from NVIDIA. 

 

The DCU (Deep Computing Unit), a newly developed domestic 

accelerator in China, features high acceleration performance and 

demonstrates strong adaptability in migrating CFD-GPU programs (Hua 

et al., 2023; Shang et al., 2023).  

 

In this work, the in-house GPU-accelerated multi-phase flow MPS 
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algorithm program written in CUDA language is migrated to the DCU 

based on the HIP programming environment. In the first section, the 

multi-phase MPS method and porting scheme for moving GPU - based 

algorithms to DCU platforms are presented briefly. In the second section, 

the case of 3D bubbly flow involving a set of bubbles is simulated and 

the results of DCU are compared with those of GPU. Finally, conclusions 

and future work are presented. 

 

 

NUMERICAL METHOD 
 

Governing Equations 

 

The fluid governing equations, including the continuity equation and 

momentum equation, can be written as follows: 

 
𝐷𝜌

𝐷𝑡
+ 𝜌∇ ⋅ 𝒖 = 0 （1） 

𝜌
𝐷𝒖

𝐷𝑡
= −∇𝑝 + 𝑭𝑉 + 𝑭𝐵 + 𝑭𝑆 （2） 

 

where 𝒖 is fluid velocity vector, 𝜌 is fluid density, 𝑡 is physical time, ∇ 

represents the Hamiltonian operator, 𝑝  represents fluid pressure, 𝑭𝑉 , 
, 𝑭𝐵  and 𝑭𝑆  denote the viscous force, body force, and surface tension 

force, respectively. 

 

In the multi-density model, an improved density smoothing scheme 

(Wen et al. 2021) is ultised, which realizes the smooth transition of 

density field by performing the spatial weighted averaging of density for 

particles near the phase interface. With the improved scheme, the 

smoothed density field can be obtained by: 

 

< 𝜌 >𝑖=
𝜌𝑖𝑊self + ∑  𝑗∈𝐼 𝜌𝑗𝑊(|𝒓𝑗 − 𝒓𝑖|)

𝑊self + ∑  𝑗∈𝐼 𝑊(|𝒓𝑗 − 𝒓𝑖|)
（3） 

 

where 𝐼 includes the target particle i and all its neighboring particles. 

𝑊self  is a weight function to amplify the effect of the target particle itself 

on the smoothed density, through which the sharpness of density 

variation across the phase interface can be better preserved. 

 

The multi-viscosity model (Shakibaeinia and Jin, 2012) is used to 

calculate the viscous force, given by,  

 

𝑭𝑉 = 𝜇∇2𝒖 =
2𝑑

𝑛0𝜆
∑  

𝑗≠𝑖

2𝜇𝑖𝜇𝑗

𝜇𝑖 + 𝜇𝑗
(𝒖𝑗 − 𝒖𝑖) ⋅ 𝑊(|𝒓𝑗 − 𝒓𝑖|) （4） 

 

Particle interaction models 

 

The interaction between MPS particles is controlled by the Kernel 

Function (KF). A KF proposed by Zhang et al. (2014) is adopted in this 

paper, which is written as follows: 

 

𝑤(𝑟) = {

𝑟𝑒

0.85𝑟 + 0.15𝑟𝑒
− 1      0 ≤ 𝑟 < 𝑟𝑒

         0                               𝑟 ≥ 𝑟𝑒

（3） 

 

where 𝑟  represents the distance between MPS neighbor particles, 𝑟𝑒 

represents the effective radius. 

 

The inter-particle interaction models including the gradient model, 

divergence model, and Laplacian model are written as, 

 

⟨∇𝜙⟩𝑖 =
𝑑

𝑛0 ∑  

𝑗≠𝑖

𝜙𝑗 + 𝜙𝑖

|𝒓𝑗 − 𝒓𝑖|
2 (𝒓𝑗 − 𝒓𝑖)𝑤(|𝒓𝑗 − 𝒓𝑖|) （5） 

〈∇ ∙ 𝜱〉𝑖 =
𝑑

𝑛0 ∑
(𝜱𝑗 − 𝜱𝑖) ∙ (𝒓𝑗 − 𝒓𝑖)

|𝒓𝑗 − 𝒓𝑖|
2

𝑗≠𝑖

𝑤(|𝒓𝑗 − 𝒓𝑖|) （6） 

〈∇2𝜙〉𝑖 =
2𝑑

𝑛0𝜆
∑(𝜙𝑗 − 𝜙𝑖)

𝑗≠𝑖

𝑤(|𝒓𝑗 − 𝒓𝑖|) （7） 

 

where subscripts i and j represent the number of fluid particles, 𝒓𝑖  and 

𝒓𝑗  are the position vectors of fluid particles i and j, 𝜙 is the physical 

scalar carried by the MPS particles, 𝜱 represents the physical vector 

carried by the MPS particles, 𝑑  is the spatial dimension of the 

computational domain, 𝑛0 is the particle number density under the initial 

distribution, λ is a correction parameter, which is a compensation for the 

error caused by using a finite range kernel function to approximate an 

infinite range Gaussian function in the derivation process of the Laplace 

model, written as, 

𝜆 =
∑ 𝑤(|𝒓𝑗 − 𝒓𝑖|)|𝒓𝑗 − 𝒓𝑖|

2
𝑗≠𝑖

∑ 𝑤(|𝒓𝑗 − 𝒓𝑖|)𝑗≠𝑖

（8） 

 

Model of incompressibility 

 

For the incompressible fluid, pressure information is obtained by solving 

the Pressure Poisson Equation (PPE). In order to balance between 

stability and accuracy, a mixed source method (Tanaka et al., 2010; 

Khayyer and Gotoh, 2011) is adopted, defined by, 

 

〈∇2𝑝𝑚+1〉𝑖 = (1 − 𝛾)
𝜌

∆𝑡
∇ ∙ 𝒖𝑖

∗ − 𝛾
𝜌

∆𝑡2

〈𝑛𝑚〉𝑖 − 𝑛0

𝑛0
（9） 

 

For the compressible fluid, an incompressible-compressible model 

(Khayyer and Gotoh, 2016; Duan el al. 2017) is employed, given by, 

 

〈∇2𝑝𝑚+1〉𝑖 = (1 − 𝛾)
𝜌

∆𝑡
∇ ∙ 𝒖𝑖

∗ − 𝛾
𝜌

∆𝑡2

〈𝑛𝑚〉𝑖 − 𝑛0

𝑛0 +
1

Δ𝑡2𝐶𝑠
2 𝑃𝑖

𝑚+1（10） 

where 𝐶𝑆 is the speed of sound. 
 

Surface tension model 

 

The deformation of bubbles is significantly influenced by surface tension 

force. the continuum surface force (CSF) model proposed by Brackbill 

et al. (1992) is employed in this work, given by, 

 

𝑭𝑆 = −𝜎𝜅∇𝐶 （11） 

 

where 𝜎  is the surface tension coefficient, 𝜅  is the interface 

curvature, ∇𝐶 is the gradient of color function. 

 

The density-weighted color function (Zhang et al., 2015) is 

employed to keep the continuity of surface tension force, which 

is defined as, 

 

𝐶𝑖𝑗 = {

0  if particle 𝑖 and 𝑗 belong to the same phase 

2𝜌𝑖

𝜌𝑖 + 𝜌𝑗
 if particle 𝑖 and 𝑗 belong to different phase 

（12） 

 

Regarding the calculation of the interface curvature 𝜅 , the analytical 
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method put forward in the contoured continuum surface force (CCSF) 

model, as proposed by Duan et al. (2015) is utilized. In the first step, the 

smoothed color function f at an arbitrary location (x, y) can be obtained 

by performing a spatial weighted averaging of the above color function, 

given by, 

 

𝑓(𝑥, 𝑦) =
∑  𝑗 𝐶𝑗𝐺(𝑟𝑖𝑗 , 𝑟𝑠)

∑  𝑗 𝐺(𝑟𝑖𝑗 , 𝑟𝑠)
, 𝐺(𝑟𝑖𝑗 , 𝑟𝑠) =

9

𝜋𝑟𝑠
2 exp (−

9𝑟𝑖𝑗
2

𝑟𝑠
2 ) （13） 

 

the interface curvature at particle i can be analytically calculated 

as 

𝜅𝑖 =
𝑓𝑥𝑥,𝑖(𝑓𝑦,𝑖

2 + 𝑓𝑧,𝑖
2 ) + 𝑓𝑦𝑦,𝑖(𝑓𝑥,𝑖

2 + 𝑓𝑧,𝑖
2 ) + 𝑓𝑧𝑧,𝑖(𝑓𝑥,𝑖

2 + 𝑓𝑦,𝑖
2 )

(𝑓𝑥,𝑖
2 + 𝑓𝑦,𝑖

2 + 𝑓𝑧,𝑖
2 )

3/2

                             −
2(𝑓𝑥,𝑖𝑓𝑦,𝑖𝑓𝑥𝑦,𝑖 + 𝑓𝑥,𝑖𝑓𝑧,𝑖𝑓𝑥𝑧,𝑖 + 𝑓𝑦,𝑖𝑓𝑧,𝑖𝑓𝑦𝑧,𝑖)

(𝑓𝑥,𝑖
2 + 𝑓𝑦,𝑖

2 + 𝑓𝑧,𝑖
2 )

3/2
（14）

 

 

 
Porting strategies for GPU programs to DCU 

 

The compilation environment HIP C++ of DCU is quite similar to 

CUDA C/C++ of GPUs in terms of the overall programming model, 

thread structure, and memory structure. Meanwhile, the HIP runtime 

implements most of the APIs that correspond one - to - one with CUDA, 

which facilitates the porting of CUDA applications to HIP. 

 

The kernel function syntax of HIP C++ is exactly the same as that of 

CUDA C++. That is, the source code of kernel functions in CUDA 

programming can be directly used for compilation on the HIP platform. 

In addition, HIP and CUDA have the same kernel function invocation 

syntax. HIP C++ and CUDA C++ have similar runtime API call 

interfaces. Currently, HIP also includes most of the runtime API function 

calls that are compatible with CUDA. During the transcoding and porting 

process, the corresponding CUDA API function call names only need to 

be replaced with HIP ones. 

 

The specific program flow of the MMPSDCU - SJTU solver is shown in 

Figure 1. According to the functional characteristics of the execution 

instructions, the solver's code is divided into CPU code and DCU code. 

The CPU code is mainly used for inputting and outputting data and 

invoking DCU settings for accelerated computing, while the DCU code 

is mainly used for accelerating and optimizing computationally intensive 

modules. 

 
In the original MPS solver developed based on GPU accelerators, 

NVIDIA's cuBLAS and cuSparse libraries were used to perform matrix 

operations, and the Preconditioned Biconjugate Gradient Stabilized 

Method (PBICG) was used to solve linear equations. These two libraries 

provide highly optimized functions, which greatly improve the 

efficiency of matrix operations and the solving process. In this paper, to 

achieve cross - platform porting of the code from GPUs to DCUs, the 

CUDA - based libraries are replaced with ROCm - based libraries, 

namely hipBLAS/rocBLAS and rocSPARSE, and they are applied to 

perform low - level operations on matrices. The Thrust library in the 

CUDA library for solving sparse matrix systems is also replaced with 

rocThrust in the ROCm library. Thus, the migration of GPU code to 

DCUs can be realized. 

 

 
Fig.1 Flow chart of MMPSDCU-SJTU solver 

 

 

NUMERICAL RESULTS 
 

To verify the computational accuracy and efficiency of the 

MPSDCU - SJTU solver, a 3-D bubble rising process is simulated. 
 

Numerical model 

 

Fig.2 shows the Initial configuration of bubbles. The fluid domain is set 

to be 19.2R × 19.2R × 45R, where R = 1.5 mm, and a total of 27 bubbles 

are initially generated on a 3 × 3 × 3 lattice, thus a total of more than two 

million MPS particles are used in the 3D simulations. In order to save 

the computation cost, there is no lighter fluid arranged above the heavier 

fluid in the 3D model. The densities of liquid and bubble phases are 1000 

kg/m3 and 100 kg/m3, thus the density ratio is equal to 10 in this case. 

The viscosities of liquid and bubble phases are 0.156 kg/(m.s) and 0.078 

kg/(m.s), respectively. The Reynolds number is 40 and Bond number is 

1.25, respectively. 
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(a1) t = 0.1 s (a2) t = 0.2 s (a3) t = 0.3 s (a4) t = 0.4 s (a5) t = 0.5 s (a6) t = 0.6 s 

(a) DCU 

      
(b1) t = 0.1 s (b2) t = 0.2 s (b3) t = 0.3 s (b4) t = 0.4 s (b5) t = 0.5 s (b6) t = 0.6 s 

(b) GPU (NVIDA A100) 
Fig. 3 Comparison of numerical simulation results between DCU and GPU 

 

 

 

 
Fig.2 Initial configuration of bubbles  

 

Model verification 

 

Fig. 3 shows a comparison of the numerical results between the NVIDIA 

A100 GPU and the DCU. It is worth noting that when t < 0.3 s, the 

morphological features and position of each bubble simulated by the 

DCU solver are consistent with the numerical results simulated by the 

GPU. When t > 0.3 s, the overall distribution characteristics of the bubble 

flow simulated by DCU solver are in good agreement with the numerical 

results simulated by GPU solver. However, there are slight differences 

in the morphological features and positions of some individual peculiar 

bubbles simulated by the DCU compared with the numerical results of 

the GPU simulation. This might be due to differences in the number of 

decimal places retained by the different solvers. 

 

In general, both solvers are capable of capturing the deformation, upward 

floating, coalescence, and rupture of bubbles. The accuracy of the DCU 

multiphase flow solver has been proven 

 

Performance Test 

 

Fig. 4 presents the comparison of computational efficiency between 

DCU and GPU. Besides, the computational time of the DCU and the 

GPU is listed in Tab. 5. In the PPE part, the simulation time of the DCU 

is approximately 2.24 times that of the GPU, and the overall 

computational time is about 2.05 times that of the GPU simulation time. 

This indicates that in the process of solving multiphase - flow problems 

based on the MPS method, the performance of the DCU can almost reach 
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50% of that of the NVIDIA A100 GPU. 

 

 
Fig. 4 Comparison of computational efficiency between DCU and GPU 

 

 

Tab. 1 Computational time of DCU and GPU for different parts 

 

Module DCU GPU NVIDA A100 

PPE solver 25319.46 s 11294.41 s 

Others 6077.80 s 3948.51 s 

Total 31397.26 s 15242.92 s 

 

 

CONCLUSIONS 

 

In this work, the MPS is combined with DCU acceleration technology. 

A multiphase flow solver MMPSDCU-SJTU is developed using the HIP 

programming model. The problem of multiple bubbles rising is 

simulated. 

 

It can be concluded that the simulation results obtained by MMPSDCU 

- SJTU are in good agreement with the numerical results of the GPU 

solver, which verifies the accuracy of the solver. In addition, the 

numerical simulation time of the DCU is approximately 2.05 times that 

of the GPU, indicating that the computational efficiency of the DCU 

solver is approximately 50% of that of the GPU solver. 

 

Generally, in numerical simulations, DCU can serve as a partial 

substitute for GPU. 

 

 

ACKNOWLEDGEMENTS 

 

This work was supported by the GHfund A（202407018053）and the 

National Natural Science Foundation of China (52401334, 52131102), 

to which the authors are most grateful. 

 

 

REFERENCES 

 

Brackbill, JU, Kothe, DB, Zemach, C (1992). “A continuum method for 

modeling surface tension,” J Comput Phys 100, 335–354. 

Bouscasse, B, Marrone, S, Colagrossi, A, and Antuono, M (2012). "Study 

of ship wave breaking patterns using 3D parallel SPH simulations." 

Comput Fluids, 69, 54 - 66. 

Chen, D., Huang, W, Huang, D, and Liang, C (2023). "An adaptive multi 

- resolution SPH approach for three - dimensional free - surface flow 

with fluid impacting," Eng Anal Bound Elem, 155, 642 - 651. 

Duan, G, Koshizuka, S, Chen, B, Xiang, H (2017). “Stable multiphase 

moving particle semi - implicit method for incompressible interfacial 

flow,” Comput Methods Appl Mech Eng 318, 636–666 

Hua, HB, Song, ZL, Xiong, W, Shang, JD, Zhang, LT, and Han, L (2023). 

"Parallel Immersed Boundary Method for Two - Phase Flows on DCU 

Clusters." Int J Comput Fluid Dyn, 37, 711 - 728. 

Huang, XT, Sun, PN, Lyu, HG, & Zhong, SY (2022) "Study of 3D self - 

propulsive fish swimming using the δ⁺ - SPH model," Acta Mechanica 

Sinica, 39, 722053. 

Jiang, T, Liu, YH, Meng, ZF, Sun, PN, Wei, XY, and Wang, DS (2024). 

"Embedment of WENO - Z Reconstruction in Lagrangian WLS Scheme 

Implemented on GPU for Strongly - Compressible Multi - Phase 

Flows," Comput Methods Appl Mech Eng, 430, 117209. 

Jiao, J., Zhao, M., Jia, G. and Ding, S (2024). SPH simulation of two side 

- by - side LNG ships’ motions coupled with tank sloshing in regular 

waves. Ocean Eng, 297, 117022. 

Khayyer, A, and Gotoh, H (2011). “Enhancement of stability and accuracy 

of the moving particle semi - implicit method,” J Comput Phy, 230(8): 

3093 - 3118. 

Khayyer, A, and Gotoh, H (2016). “A multiphase compressible - 

incompressible particle method for water slamming,” int j offshore polar 

eng, 26(01), 20 - 25. 

Lyu, HG, Sun, PN, Huang, XT, Peng, YX, Liu, NN, Zhang, X, Xu, Y, and 

Zhang, AM (2023). "SPHHydro: Promoting smoothed particle 

hydrodynamics method toward extensive applications in ocean 

engineering." Phys Fluids, 35, 017116. 

Ma, YH, Xiao, XY, Li, W, Desbrun, M, and Liu, XP (2024). "Hybrid LBM 

- FVM solver for two - phase flow simulation." J Comput Phys, 506, 

112920. 

Marrone, S, Bouscasse, B, Colagrossi, A, and Antuono, M (2012). "Study 

of ship wave breaking patterns using 3D parallel SPH simulations." 

Comput Fluids, 69, 54 - 66. 

Pekkila, J. Vaisala, MS, Kapyla, MJ, Kapyla, PJ, and Anjum, O (2017). 

"Methods for compressible fluid simulation on GPUs using high - order 

finite differences." Comp Phys Commun, 217, 11 - 22. 

Shakibaeinia, A, and Jin, Y. (2012). MPS mesh - free particle method for 

multiphase flow. Comput Methods Appl Mech Eng, 229–232, 13–26. 

Shang, JD, Xiong, W, Hua, HB, Song, ZL, Guo, HL, and Zhang, J. (2023). 

"Heterogeneous Implementation of Fluid - Structure Interaction 

Immersed Boundary Method for DCU." Comput Eng. 

Tanaka, M, and Masunaga, T (2020). “Stabilization and smoothing of 

pressure in MPS method by Quasi - Compressibility,” J Comput Phy, 

229(11): 4279 - 4290. 

Wen, X, Zhao, WW, Wan, DC (2021). A multiphase MPS method for 

bubbly flows with complex interfaces. Ocean Eng, 238, 109743. 

Xie, CM, Yang, JC, Sun, PN, Lyu, HG, Yu, J, and Ye, YL (2023). "An 

accurate and efficient HOS - meshfree CFD coupling method for 

simulating strong nonlinear wave–body interactions." Ocean Eng, 

287(Part 2), 115889. 

Xie, FZ, Zhao, WW, and Wan, DC (2021). "MPS - DEM coupling method 

for interaction between fluid and thin elastic structures," Ocean Eng, 236, 

109449. 

Xie, FZ, Zhao, WW, and Wan, DC (2020). "CFD simulations of three - 

dimensional violent sloshing flows in tanks based on MPS and GPU." J 

Hydrodyn, 32, 672 - 683. 

Xie, FZ, Pan, GH, Zhao, WW, and Wan, DC (2025). "Unresolved MPS - 

DEM coupling method for three - dimensional liquid - solid dam - break 

flows impacting on rigid structures." Ocean Eng, 323, 120601. 

Yang, Q, Xu, F, Yang, Y, Dai, Z, and Wang, J (2023). "A GPU - 

accelerated adaptive particle refinement for multi - phase flow and fluid 

- structure coupling SPH," Ocean Eng, 279, 114514. 

GPU (A100)

DCU

0 8000 16000 24000 32000

Time (s)

A

 PPE solver

 Others

2776



 

Zhan, Y, Luo, M, and Khayyer, A (2025). “DualSPHysics++: An enhanced 

DualSPHysics with improvements in accuracy, energy conservation and 

resolution of the continuity equation.” Comput Phys Commun, 306, 

109389. 

Zhang, K, Sun, YJ, Sun, ZG, Wang, F, Chen, X, and Xi, G (2022). "An 

efficient MPS refined technique with adaptive variable - size particles, " 

Eng Anal Bound Elem, 143, 663 - 676. 

Zhang, S, Gou, W, Wang, Y, Zhang, J, and Zheng, Y (2022). "Direct 

numerical simulation of atomization by jet impact using moving particle 

semi - implicit method with GPU acceleration." Comput Particle Mech, 

9, 499 - 512. 

Zhang, Y, Hou, SH, Di, SJ, Liu, ZB, and Xu, YF (2023). "DEM - SPH 

Coupling Method for Landslide Surge Based on a GPU Parallel 

Acceleration Technique." Comput Geotech, 164, 105821. 

Zhang, Y, Wan, D, and Hino, T (2014). “Comparative study of MPS 

method and level - set method for sloshing flows,” J Hydrodyn, 26(4): 

577 - 585. 

Zhao, ZX, Bilotta, G, Yuan, QE, Gong, ZX, Liu, H (2023). "Multi - GPU 

multi - resolution SPH framework towards massive hydrodynamics 

simulations and its applications in high - speed water entry." J Comput 

Phys, 490, 112339. 

Zhong, SY, Sun PN, Peng YX, Liu NN, Lyu HG, and Huang XT (2023) 

"An SPH study of slamming and splashing at the bow of SYSU vessel," 

Ocean Eng, 269, 113581. 

 

 

2777


	101-2025-TPC-0155
	102-2025-TPC-0115
	103-2025-TPC-0149
	104-2025-TPC-0174
	105-2025-TPC-0146
	106-2025-TPC-1028
	107-2025-TPC-0886
	108-2025-TPC-0786
	109-2025-TPC-0256
	110-2025-TPC-0311
	111-2025-TPC-0312
	112-2025-TPC-0347
	113-2025-TPC-0394
	114-2025-TPC-0451
	115-2025-TPC-1036
	116-2025-TPC-1034
	117-2025-TPC-0791
	118-2025-TPC-0862
	Gas-Water Alternating Injection Process
	Compressor System Process Design
	Dynamic Simulation of Multi-Stage Reciprocating Ga

	119-2025-TPC-1058
	120-2025-TPC-0560
	121-2025-TPC-0301
	122-2025-TPC-0253
	123-2025-TPC-0205
	124-2025-TPC-0306
	125-2025-TPC-0160
	126-2025-TPC-0297
	127-2025-DCW-041
	128-2025-TPC-0535
	129-2025-TPC-0543
	130-2025-TPC-0602
	131-2025-TPC-1064
	132-2025-TPC-0533
	INTRODUCTION
	MODEL CONFIGURATIONS
	Hydrodynamics Model
	Wind Turbine Model
	Environmental and Failure Conditions

	RESULTS AND DISCUSSION
	Blade Pitch Failure in Steady Wind Only
	Blade Pitch Failure in Production Condition
	Blade Pitch Failure in Extreme Condition
	Nacelle Yaw Failure

	CONCLUSION

	133-2025-TPC-1054
	134-2025-DCW-088
	135-2025-DCW-037
	136-2025-DCW-056
	137-2025-DCW-077
	138-2025-DCW-083
	139-2025-DCW-002
	Yuefeng Wei (1), Jin Wang (2), Xinliang Tian (2), 

	140-2025-TPC-0193
	141-2025-DCW-043
	142-2025-DCW-048
	143-2025-DCW-054
	144-2025-DCW-055
	145a-2025-TPC-0324
	145b-2025-TPC-0252
	146-2025-TPC-0271
	147-2025-TPC-0273
	148-2025-TPC-0281
	149-2025-TPC-0313
	150-2025-TPC-0350
	151-2025-TPC-0330
	152-2025-TPC-0335
	153-2025-TPC-0338
	154-2025-TPC-0359
	155-2025-TPC-0378
	156-2025-TPC-0464
	ABSTRACT                          
	INTRODUCTION
	EXPERIMENTAL SETUP
	Physical model
	Experimental sensor arrangement
	Cables Design and Setup

	LOAD CASE DEFINITION
	RESULTS AND DISCUSSION
	Sensitivity Analysis of Cable Axial Stiffness
	Sensitivity Analysis of Cable Pretension

	CONCLUSION
	ACKNOWLEDGEMENTS
	REFERENCES

	157-2025-TPC-0659
	158-2025-TPC-0467
	159-2025-TPC-0681
	160-2025-TPC-0693
	161-2025-TPC-0704
	162-2025-TPC-0705
	INTRODUCTION
	NUMERICAL IMPLEMENTATION
	Rogue wave generation
	Numerical wave tank
	Mooring dynamics
	Coupled CFD-FEM model

	VALIDATIONS
	Numerical set-up
	Validations on rogue wave generation
	Validation on response of the platform

	RESULTS AND DISCUSSIONS
	Interaction between the rogue wave and platform
	Motion responses caused by the rogue wave
	Tension responses caused by the rogue wave

	CONCLUSIONS
	ACKNOWLEDGEMENT
	REFERENCE

	163-2025-TPC-0706
	164-2025-TPC-0717
	165-2025-TPC-0722
	166-2025-TPC-0738
	167-2025-TPC-0782
	168-2025-TPC-0759
	169-2025-TPC-0844
	170-2025-TPC-0874
	171-2025-TPC-0891
	172-2025-TPC-0878
	173-2025-TPC-1016
	174-2025-TPC-1017
	175-2025-TPC-0974
	176-2025-DCW-052
	177-2025-TPC-0994
	178-2025-TPC-1013
	179-2025-TPC-1014
	180-2025-TPC-1015
	181-2025-TPC-1029
	182-2025-TPC-0892
	183-2025-TPC-0901
	184-2025-TPC-0905
	185-2025-TPC-0899
	186-2025-TPC-0941
	187-2025-TPC-0401
	188-2025-TPC-0336
	189-2025-TPC-0254
	190-2025-DCW-085
	191-2025-TPC-0435
	192-2025-TPC-0455
	193-2025-TPC-0431
	194-2025-TPC-0849
	195-2025-TPC-0258
	196-2025-TPC-0390
	197-2025-TPC-1041
	198-2025-TPC-0945
	199-2025-TPC-0440
	200-2025-TPC-0499
	201-2025-TPC-0567
	202-2025-TPC-0232
	203-2025-TPC-0245
	204-2025-DCW-050
	205-2025-TPC-0220
	206-2025-TPC-0327
	207-2025-TPC-0458
	208-2025-TPC-0564
	209-2025-TPC-0766
	RESULTS AND DISCUSSION
	CONCLUSIONS

	210-2025-TPC-0910
	211-2025-DCW-019
	FREQUENCY DOMAIN MOTION RAO RESULTS
	 MOTION ANALYSIS RESULTS

	212-2025-TPC-0123
	213-2025-TPC-0147
	214-2025-TPC-0720
	215-2025-TPC-0231
	ABSTRACT
	INTRODUCTION
	THEORETICAL BACKGROUND
	TRUSS LEG TYPES
	COMPARISON BETWEEN RHOMBIC TRUSS  LEGS AND CONVENTIONAL TRIANGULAR TRUSS  LEGS
	Basic Parameters of Case Vessel
	Comparison of Truss Legs
	Comparative Analysis of Leg Performance
	Comparative Analysis of the Results for the WTIV's in In-place Conditions

	CONCLUSIONS

	216-2025-TPC-0614
	217-2025-TPC-0367
	218-2025-TPC-0656
	219-2025-TPC-0294
	220-2025-TPC-0262
	221-2025-TPC-0621
	222-2025-TPC-0875
	223-2025-TPC-0965
	224-2025-TPC-0966
	225-2025-TPC-0967
	226-2025-TPC-0968
	227-2025-TPC-0969
	228-2025-TPC-0973
	229-2025-TPC-0970
	230-2025-TPC-0971
	231-2025-TPC-0972
	232-2025-TPC-0536
	233-2025-TPC-0154
	234-2025-DCW-036
	235-2025-TPC-0150
	236-2025-TPC-0168
	237-2025-TPC-0166
	DESIGN OF DOCKING MOORING SYSTEM
	Conclusions

	238-2025-TPC-0213
	239-2025-TPC-0201
	240-2025-TPC-0235
	241-2025-TPC-0247
	242-2025-TPC-0267
	243-2025-TPC-0406
	244-2025-TPC-0408
	ABSTRACT
	INTRODUCTION
	RESEARCH OBJECT 
	FREQUENCY DOMAIN ANALYSIS
	PROJECT DESIGN
	Design flow
	Preliminary scheme design
	Sensitivity analysis
	Mooring scheme
	Mooring line pretension

	Time domain analysis

	MODEL TEST ANALYSIS
	CONCLUSION
	ACKNOWLEDGMENTS
	REFERENCES

	245-2025-TPC-0410
	246-2025-TPC-0490
	247-2025-TPC-0595
	248-2025-TPC-0605
	249-2025-TPC-0627
	250-2025-TPC-0274
	251-2025-TPC-0339
	252-2025-TPC-0380
	253-2025-TPC-0438
	254-2025-TPC-1073
	255-2025-TPC-0466
	256-2025-TPC-0389
	257-2025-TPC-0381
	258-2025-TPC-0190
	259-2025-TPC-0510
	260-2025-TPC-0479
	261-2025-TPC-0744
	262-2025-TPC-0912
	263-2025-TPC-0964
	264-2025-TPC-0578
	265-2025-TPC-0598
	266-2025-TPC-0583
	267-2025-TPC-0222
	268-2025-TPC-0816
	269-2025-TPC-0409
	270-2025-TPC-0669
	271-2025-TPC-0353
	272-2025-DCW-068
	273-2025-TPC-0105
	274-2025-TPC-0326
	CONCLUSIONS
	REFERENCES

	275-2025-TPC-0990
	276-2025-TPC-0554
	277-2025-TPC-0559
	278-2025-TPC-1045
	279-2025-TPC-0832
	280-2025-DCW-020
	281-2025-TPC-0550
	282-2025-TPC-0646
	283-2025-TPC-0665
	284-2025-TPC-0568
	285-2025-TPC-0638
	286-2025-TPC-0237
	287-2025-TPC-0961
	288-2025-TPC-0962
	289-2025-TPC-1039
	Selection and Amplitude Modulation of the Seismic Wave

	290-2025-DCW-007
	291-2025-DCW-075
	292-2025-DCW-008
	293-2025-DCW-030
	294-2025-TPC-0684
	295-2025-TPC-0683
	296-2025-DCW-033
	297-2025-TPC-0642
	298-2025-TPC-0117
	INTRODUCTION
	EXPERIMENT CONDITIONS
	ROCK SAMPLE PREPARATION
	EXPERIMENT PLATFORM
	EXPERIMENT WORKING CONDITION

	ANALYSIS OF ROCK CUTTING AND CRUSHING PROCESS AND 
	ANALYSIS OF ROCK CUTTING AND CRUSHING PROCESS AND 
	RELATIONSHIP BETWEEN CUTTING FORCE AND CUTTING DEP
	RELATIONSHIP BETWEEN CUTTING FORCE AND CUTTING ANG

	RESEARCH ON CRITICAL CUTTING DEPTH
	DEFINITION OF SPECIFIC ENERGY
	RELATIONSHIP BETWEEN SPECIFIC CUTTING ENERGY AND C

	CONCLUSIONS
	ACKNOWLEDGEMENT
	REFERENCES

	299-2025-TPC-0248
	300-2025-TPC-0228
	301-2025-TPC-0481
	302-2025-DCW-011
	303-2025-DCW-013
	304-2025-TPC-0171
	305-2025-TPC-0204
	306-2025-TPC-0470
	307-2025-TPC-0926
	308-025-TPC-0434
	309-2025-TPC-0202
	Study on Vortex-Induced Vibration of Deepwater Drilling Riser Based on Discrete Vortex Method
	INTRODUCTION
	FUNDAMENTALS OF NUMERICAL MODELS
	2D discrete vortex method
	Dynamic equations of motion

	RESULTS AND DISCUSSION
	Simulation results of 2D riser vibration
	Drag coefficient and Strouhal number of vortex shedding
	Simulations at different current velocity
	Simulation results of VIV response on riser
	Simulations at different top tension

	CONCLUSIONS
	ACKNOWLEDGEMENTS
	REFERENCES

	310-2025-TPC-0416
	311-2025-TPC-0427
	312-2025-TPC-0903
	313-2025-TPC-0200
	Abstract
	Introduction
	Discussion
	Preliminaries
	Material grade
	Operational stress caused by pressure
	Workmanship defect size
	Stress-intensity factor (range)

	Maximum pressure
	Residual stress
	Allowable stress
	Allowable pressure

	Fatigue performance
	Fatigue crack-growth rate
	Allowable stress range
	Allowable pressure cycles


	Recommended practice
	Maximum peak pressure
	Maximum cyclic pressure

	Case study
	Conclusions
	References

	314-2025-TPC-0279
	315-2025-TPC-0303
	316-2025-DCW-032
	317-2025-TPC-0148
	318-2025-TPC-1006
	SUBSEA PIPELINES PRESSURE PREDICTION STRATEGY 
	Pipeline Frictional Pressure Drop Prediction
	Hydraulic Friction Coefficient Prediction
	APPLICATION EXAMPLE OF A CERTAIN PIPELINE IN BOHAI
	Overview of the production status of subsea pipeli
	Hydraulic Friction Coefficient Calculation
	Evaluation and Validation of Predictive Models
	CONCLUSIONS
	REFERENCES

	319-2025-TPC-1011
	ABSTRACT
	KEY WORDS: Conductor; numerical simulation; corros

	INTRODUCTION
	BASIC PRINCIPLES
	Regularized Characterization of Corrosion Defects
	Geometric Model
	Calculation Criteria for conductor Strength

	MODEL ESTABLISHMENT
	RESULTS AND ANALYSES
	The Impact of Ellipsoidal Corrosion Pits on The St
	The impact of ellipsoidal corrosion pits on the st
	The impact of ellipsoidal corrosion pits on the st
	The impact of different numbers of ellipsoidal cor

	The Impact of Spherical Corrosion Pits on The Stre
	The impact of spherical corrosion pits on the stre
	The impact of spherical corrosion pits on the stre
	The impact of different numbers of spherical corro

	The Impact of Conical Corrosion Pits on The Streng
	The impact of conical corrosion pits on the streng
	The impact of conical corrosion pits on the streng
	The impact of different numbers of conical corrosi


	CONCLUSION
	REFERENCES

	320-2025-TPC-0836
	321-2025-TPC-0218
	322-2025-TPC-0208
	323-2025-TPC-1030
	324-2025-TPC-0131
	325-2025-TPC-0239
	326-2025-TPC-0522
	327-2025-TPC-0355
	Data Generation and Preprocessing

	328-2025-TPC-0880
	329-2025-TPC-0384
	330-2025-TPC-0357
	331-2025-TPC-0153
	332-2025-TPC-0164
	333-2025-TPC-0156
	334-2025-TPC-0157
	335-2025-TPC-0292
	336-2025-TPC-0563
	337-2025-TPC-0587
	338-2025-TPC-0728
	Optimization design of deep-water lazy wave steel catenary riser based on deep learning
	ABSTRACT
	INTRODUCTION
	Establishment of steel lazy wave riser model
	Theoretical Calculation
	Enviromental Parameter
	Platform Model
	Steel Lazy Wave Riser Model
	Buoyancy Blocks Model


	optimization method
	Optimization Flow
	Neural Network Design

	Optimization results and analysis
	Model Parameters Before and After Optimization
	Model Parameters Before and After Optimization

	conclusions
	ACKNOWLEDGEMENTS
	REFERENCES

	339-2025-TPC-0785
	340-2025-TPC-0795
	341-2025-TPC-0829
	342-2025-TPC-0761
	Leixiang Sheng1,2, Mingchun Wang 1, Renjun Xie 1,T
	4) Bottom stress pup joint
	5) LRP (Lower Riser Package) 
	1) Weak Factor Analysis of Workover Riser System
	2) Workover Riser System Operation Window Analysis



	343-2025-TPC-0918
	344-2025-TPC-0917
	345-2025-TPC-0852
	346-2025-TPC-0236
	347-2025-TPC-0521
	348-2025-TPC-0796
	349-2025-TPC-0929
	350-2025-TPC-0210
	351-2025-TPC-0504
	352-2025-TPC-0488
	353-2025-DCW-059
	354-2025-TPC-0184
	355-2025-TPC-0418
	356-2025-TPC-0453
	357-025-TPC-0958
	358-2025-TPC-1035
	359-2025-TPC-1049
	360-2025-DCW-091
	361-2025-TPC-0772
	362-2025-TPC-0485
	363-2025-TPC-0556
	364-2025-TPC-0876
	365-2025-TPC-0165
	366-2025-DCW-049
	367-2025-DCW-057
	368-2025-TPC-0122
	369-2025-DCW-046
	370-2025-TPC-0375
	371-2025-TPC-0243
	372-2025-TPC-0287
	373-2025-TPC-0437
	374-2025-TPC-0476
	375-2025-TPC-0551
	376-2025-TPC-0514
	377-2025-TPC-0516
	378-2025-TPC-0572
	379-2025-TPC-0581
	380-2025-TPC-0617
	381-2025-TPC-0679
	382-2025-TPC-0703
	383-2025-TPC-0701
	384-2025-TPC-0801
	Table 2. Grid independence test for coarse, medium and fine mesh at v=5m/s.

	385-2025-TPC-0847
	386-2025-TPC-0870
	387-2025-TPC-0920
	388-2025-TPC-0794
	389-2025-TPC-0546
	390-2025-TPC-0921
	391-2025-DCW-018
	392-2025-TPC-0221
	393-2025-TPC-0580
	394-2025-TPC-0697
	395-2025-TPC-0244
	NOMENCLATURE
	INTRODUCTION
	NUMERICAL METHODS AND MODEL ANALYSIS
	Numerical Computation Methods
	Governing equations
	Free surface capturing method
	Overset grid technique
	Grid convergence index method

	Model Convergence Analysis
	Computational model
	Grid convergence analysis
	Time step convergence analysis


	COMPUTATION RESULTS AND ANALYSIS
	Numerical Simulation of AUV Water Entry by Air-drop under Calm Water Conditions
	The effect of entry angle on slamming load
	The effect of entry velocity on slamming load
	The effect of angular velocity on slamming load
	The effect of angle of attack on slamming load

	Numerical Simulation of AUV Water Entry by Air-drop under Wave Conditions
	The effect of entry phase on slamming load
	The effect of wavelength on slamming load


	CONCLUSION
	REFERENCES

	396-2025-TPC-0424
	397-2025-TPC-0756
	398-2025-TPC-0524
	399-2025-TPC-0209
	400-2025-TPC-0833
	401-2025-DCW-004
	402-2025-TPC-0818
	403-2025-TPC-0846
	404-2025-TPC-0600
	405-2025-TPC-0776
	406-2025-TPC-0948
	407-2025-TPC-0946
	408-2025-DCW-051
	409-2025-TPC-0960
	410-2025-DCW-038
	411-2025-TPC-0261
	412-2025-TPC-0430
	413-2025-TPC-0392
	414-2025-TPC-0798
	415-2025-TPC-0450
	416-2025-TPC-0549
	417-2025-TPC-0855
	418-2025-TPC-0927
	419-2025-TPC-0275
	ABSTRACT
	INTRODUCTION
	Selecting a rope that provides a sufficient coefficient of friction on ice
	Redesign of the towing system
	Changing the position of the ship's azimyth thrusters
	Conclusion
	References

	420-2025-TPC-0553
	421-2025-TPC-0709
	422-2025-TPC-0824
	423-2025-TPC-0183
	424-2025-TPC-0694
	425-2025-TPC-0354
	426-2025-TPC-0745
	427-2025-TPC-0172
	DEM particle contact model
	Similarity criterion
	Cases
	Research objects
	Simulation configuration
	Validation
	Preparation of brash ice
	Results
	Discussion

	428-2025-TPC-0806
	429-2025-TPC-0478
	430-2025-CCP-01
	431-2025-CCP-02
	432-2025-CCP-04
	433-2025-CCP-05
	where u, p and 𝜌 are, respectively, the velocity,
	𝐮∙𝐧=𝐔∙𝐧                                       
	𝐧∙∇𝑝=𝜌�𝐧∙𝐠−𝐧∙�𝐔��                          
	(2) Pressure projection stage: By substituting Eqs
	Additional information regarding the numerical imp
	where  is an activation 


	434-2025-CCP-06
	435-2025-CCP-03
	436-2025-ICFD-01
	437-2025-ICFD-02
	438-2025-ICFD-03
	439-2025-CCP-09
	440-2025-CCP-10
	441-2025-CCP-07
	442-2025-TPC-0260
	443-2025-DCW-029
	444-2025-TPC-0141
	445-2025-TPC-0314
	446-2025-DCW-025
	447-2025-DCW-066
	448-2025-TPC-0385
	449-2025-TPC-0448
	450-2025-TPC-0530
	451-2025-TPC-0610
	452-2025-TPC-0887
	453-2025-TPC-0742
	454-2025-TPC-1020
	455-2025-TPC-0368
	456-2025-TPC-0463
	457-2025-DCW-078
	458-2025-TPC-0589
	459-2025-TPC-0628
	460-2025-TPC-0419
	461-2025-TPC-0653
	462-2025-TPC-0797
	463-2025-DCW-074
	464-2025-TPC-0841
	465-2025-TPC-0777
	466-2025-TPC-0321
	467-2025-DCW-073
	468-2025-TPC-0857
	469-2025-TPC-0376
	470-2025-DCW-034
	471-2025-DCW-027
	472-2025-DCW-042
	473-2025-DCW-080
	474-2025-TPC-0225
	475-2025-TPC-0227
	476-2025-TPC-0308
	477-2025-TPC-0473
	478-2025-TPC-0729
	479-2025-TPC-0780
	480-2025-TPC-0793
	481-2025-TPC-0811
	482-2025-TPC-0814
	483-2025-TPC-0815
	484-2025-TPC-0931
	485-2025-TPC-1038
	486-2025-TPC-1031
	487-2025-TPC-0318
	488-2025-TPC-0808
	489-2025-TPC-0358
	490-2025-TPC-0283
	491-2025-DCW-031
	492-2025-TPC-0325
	493-2025-TPC-0343
	494-2025-TPC-0345
	495-2025-DCW-035
	496-2025-DCW-045
	497-2025-DCW-064
	498-2025-TPC-0295
	499-2025-TPC-0834
	500-2025-TPC-0484
	501-2025-TPC-0902
	502-2025-TPC-0680
	503-2025-TPC-0991
	504-2025-DCW-089
	505-2025-TPC-0396
	506-2025-TPC-0364
	507-2025-TPC-0513
	508-2025-TPC-0452
	509-2025-TPC-0561
	510-2025-TPC-0719
	511-2025-TPC-0721
	512-2025-TPC-0774
	513-2025-TPC-0707
	514-2025-TPC-1037
	515-2025-TPC-0414
	516-2025-TPC-0523
	517-2025-TPC-0525
	518-2025-TPC-0333
	519-2025-DCW-082
	520-2025-TPC-0125
	521-2025-TPC-0651
	522-2025-TPC-0517
	523-2025-TPC-0445
	524-2025-TPC-0574
	525-2025-TPC-0725
	526-2025-TPC-0569
	527-2025-TPC-0861
	528-2025-TPC-0949
	529a-2025-TPC-1008
	ABSTRACT
	KEY WORDS: Shallow underwater wellhead; high press
	INTRODUCTION
	THEORETICAL BASIS
	Governing Equations
	The continuity equation
	The motion equation

	Turbulence Simulation Method and Turbulence Model

	VORTEX-INDUCED VIBRATION RESPONSE MODEL
	Analysis of Vortex-induced Vibration Response
	The basic parameter setting of Fluent module. 
	The basic parameter setting of Static Structural m
	The basic parameter setting of System Coupling mod

	Results of Vortex-induced Vibration

	CALCULATIONS OF VORTEX-INDUCED FATIGUE DAMAGE
	CONCLUSIONS
	ACKNOWLEDGEMENTS
	REFERENCES

	529b-2025-DCW-015
	530-2025-DCW-065
	531-2025-DCW-023
	532-2025-DCW-024
	533-2025-DCW-039
	534-2025-TPC-0179
	535-2025-TPC-0186
	536-025-TPC-0158
	537-2025-TPC-0167
	538-2025-TPC-0187
	539-2025-TPC-0192
	540-2025-TPC-0242
	541-2025-TPC-0269
	542a-2025-TPC-0270
	542b-2025-TPC-0342
	542c-2025-TPC-0362
	542d-2025-TPC-0370
	543-025-TPC-0391
	544-2025-TPC-0417
	545-2025-TPC-0428
	546-2025-TPC-0439
	547-2025-TPC-0611
	548-2025-TPC-0663
	549-2025-TPC-0687
	550-2025-TPC-0799
	551-2025-TPC-0858
	552-2025-TPC-0813
	553-2025-TPC-0820
	554-2025-TPC-0986
	555-2025-TPC-1019
	556-2025-TPC-0800
	557-2025-TPC-0328
	558-2025-TPC-0377
	560-2025-TPC-1050
	561-2025-TPC-0134
	562-2025-TPC-0405
	563-2025-TPC-0503
	564-2025-TPC-0633
	565-2025-TPC-0746
	Introduction
	Rate- and temperature-dependent damage-softening plasticity model
	Plasticity
	Strain-rate dependence
	Thermal softening
	Damage

	Relationship between material certificate data and damage parameters
	Parametric study
	Regression of A and Cv on C2, C3 and y/u

	Conclusions and Recommendations
	Acknowledgments

	566-2025-TPC-0770
	567-2025-TPC-0925
	568-2025-TPC-1077
	569-2025-TPC-0161
	570-2025-TPC-0268
	571-2025-TPC-0456
	572-2025-TPC-0538
	573-2025-TPC-0132
	574-2025-TPC-0216
	575-2025-TPC-0382
	576-2025-TPC-0386
	577-2025-TPC-0143
	578-2025-TPC-0702
	579-2025-TPC-0743
	580-2025-TPC-0788
	581-2025-TPC-1002
	582-2025-TPC-0822
	583-2025-TPC-0632
	584-2025-TPC-0290
	585-2025-TPC-1053
	586-2025-TPC-0764
	587-2025-TPC-0474
	588-2025-TPC-0518
	589-2025-DCW-063
	590-2025-TPC-0495
	592-2025-TPC-0138
	592-2025-TPC-0199
	593-2025-TPC-0142
	594-2025-TPC-0151
	595-2025-TPC-0185
	596-2025-TPC-0293
	597-2025-TPC-0296
	598-2025-TPC-0403
	599-2025-TPC-0576
	600-2025-TPC-0634
	601-2025-TPC-0959
	602-2025-TPC-0691
	603-2025-TPC-0692
	604-2025-TPC-0136
	605-2025-TPC-0198
	OLE_LINK6
	OLE_LINK1
	OLE_LINK7
	OLE_LINK4
	OLE_LINK8
	OLE_LINK9
	OLE_LINK10
	OLE_LINK11

	606-2025-TPC-0771
	607-2025-TPC-0145
	608-2025-TPC-0383
	609-2025-TPC-0337
	610-2025-TPC-0682
	611-2025-TPC-0726
	612-2025-DCW-012
	613-2025-TPC-0152
	614-2025-TPC-0203
	615-2025-TPC-0233
	616-2025-TPC-0255
	617-2025-TPC-0443
	618-2025-TPC-0393
	Abstract
	Introduction
	Background
	Challenges and motivations
	Contributions

	Overview of the collision avoidance problem
	Motion Prediction
	Own ship
	Target ship

	Collision Detection
	Collision Resolution
	Generation of isochrones
	Parallel sub-sectors
	Collision risk index
	COLREGs rules
	Static obstacles

	Results
	Collision avoidance in open water area
	Collision avoidance in confined waterways

	Conclusions
	Acknowledgements
	References

	619-2025-TPC-0341
	620-2025-TPC-0266
	621-2025-TPC-0280
	622-2025-TPC-0310
	Validation of numerical model

	623-2025-TPC-0436
	624-2025-TPC-0446
	625-2025-TPC-0459
	626-2025-TPC-0475
	627-2025-TPC-0487
	628-2025-TPC-0527
	629-2025-TPC-0531
	630-2025-TPC-0548
	631-2025-TPC-1075
	632-2025-TPC-0319
	633-2025-TPC-1051
	634-2025-TPC-0585
	635-2025-TPC-0724
	636-2025-TPC-0804
	637-025-TPC-0805
	638-2025-TPC-0807
	639-2025-TPC-0570
	INTRODUCTION
	REFERENCES

	640-2025-TPC-0749
	641-2025-TPC-0454
	642-2025-TPC-0307
	643-2025-TPC-0441
	644-2025-TPC-0812
	645-2025-DCW-026
	646-2025-TPC-0943
	647-2025-DCW-009
	648-2025-TPC-1024
	649-2025-TPC-0300
	650-2025-DCW-079
	651-2025-TPC-0779
	652-2025-TPC-0182
	653-2025-TPC-0282
	654-2025-TPC-0238
	ABSTRACT
	INTRODUCTION
	THE SUBJECT BOX GIRDER
	The Geometry Models
	Subject Box1
	Subject Box2
	Box girders with deck openings


	THE FINITE ELEMENT MODELS AND SETUPS
	Mesh Setup
	Boundary Conditions and Load Application

	DISCUSSION OF THE ANALYSIS RESULTS
	Effects of Deck Openings for The Bending Cases
	The Hogging Cases
	The Sagging Cases

	Effects of Deck Openings for The Torsion Cases

	CONCLUSIONS
	REFERENCES

	655-2025-TPC-0240
	656-2025-TPC-0215
	657-2025-TPC-0257
	658-2025-DCW-071
	REFERENCES

	659-2025-TPC-0178
	660-2025-TPC-0331
	661-2025-TPC-0369
	662-2025-TPC-0539
	663-2025-TPC-0584
	664-2025-TPC-0737
	665-2025-TPC-0837
	666-2025-DCW-067
	667-2025-TPC-0263
	668-2025-TPC-0264
	669-2025-TPC-0284
	670-2025-TPC-0754
	671-2025-TPC-0708
	672-2025-TPC-0750
	673-2025-TPC-0787
	674-2025-TPC-0821
	675-2025-TPC-0928
	676-2025-TPC-0954
	677-2025-TPC-0996
	678-2025-TPC-0195
	679-2025-TPC-1066
	680-2025-TPC-0133
	681-2025-DCW-044
	682-2025-TPC-0329
	683-2025-TPC-0351
	684-2025-TPC-0363
	685-2025-TPC-0519
	686-2025-TPC-0601
	687-2025-TPC-0604
	688-2025-TPC-0469
	689-2025-TPC-0493
	690-2025-TPC-0716
	691-2025-TPC-0732
	692-2025-TPC-0733
	693-2025-TPC-0810
	694-2025-TPC-0839
	695-2025-TPC-0913
	696-2025-TPC-0140
	697-2025-LRFC-06
	698-2025-TPC-0802
	699-2025-TPC-1001
	701-2025-LRFC-01
	702-2025-LRFC-03
	703-2025-LRFC-04
	704-2025-LRFC-02
	705-2025-TPC-0144
	706-2025-DCW-072
	707-2025-TPC-0127
	708-2025-TPC-0163
	709-2025-TPC-0211
	710-2025-TPC-0444
	711-2025-TPC-0739
	712-2025-TPC-0760
	713-2025-TPC-0783
	714-2025-TPC-0828
	715-2025-TPC-0882
	716-2025-TPC-0947
	717-2025-TPC-0952
	718-2025-TPC-0953
	719-2025-TPC-0955
	720-2025-TPC-0956
	721-2025-TPC-0975
	722-2025-TPC-1018
	723-2025-TPC-0197
	724-2025-TPC-0939
	725-2025-TPC-0497
	726-2025-TPC-0135
	727-2025-TPC-0217
	729-2025-TPC-0162
	INTRODUCTION
	Propeller Design Fundamentals
	Dataset Generation
	Model Architecture & Training
	Optimization Strategies
	group prediction
	input feature engineering
	model simplification and training set optimization

	730-2025-TPC-0387
	731-2025-TPC-0747
	732-2025-TPC-0395
	733-2025-TPC-0713
	734-2025-TPC-0486
	735-2025-TPC-0496
	736-2025-TPC-0741
	737-2025-TPC-1065
	738-2025-TPC-0830
	739-2025-TPC-0890
	740-2025-TPC-0607
	741-2025-TPC-1068
	742-2025-DCW-001
	743-2025-TPC-0159
	744-2025-TPC-0259
	745-2025-TPC-0457
	746-2025-TPC-0468
	747-2025-TPC-0631
	748-2025-DCW-092



