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a b s t r a c t

As a meshless technique, the moving particle semi-implicit (MPS) method has extensive applications
in numerical studies on violent sloshing flows. However, most prevalent research in the area is
based on the single-phase MPS method, which ignores the existence of the air phase. This study
aims to illustrate the necessity of multi-phase simulations for representing violently sloshing liquid
through a comparative analysis between single-phase and multi-phase MPS methods, and to better
figure out the air effect in the violent sloshing flows The MMPS (multi-phase MPS) method is firstly
developed by introducing various multi-phase models into the single-phase IMPS (improved MPS)
method, and then verified through simulations of two classical examples: the static multi-fluid system
and the Rayleigh–Taylor instability. Subsequently, both the MMPS and the IMPS methods are applied to
simulate liquid sloshing with increasing intensities, and their numerical results are compared with each
other and with experimental data. The comparisons show that as the intensity of sloshing increases,
the effect of the air cushion become non-negligible and the accuracy of the single-phase simulation
significantly decreases, whereas the simulation results obtained by the MMPS method agree well with
the experimental results in all cases. In particular, the MMPS method fully considers the air cavity
formed in case of a violent wave breaking as well as its influence on waves of the sloshing liquid, and
rectifies the overestimation of impact pressures in single-phase simulations.

© 2022 ElsevierMasson SAS. All rights reserved.
1. Introduction

For cargo ships that carry liquids in turbulent waters, the
iolent sloshing of the liquid can be induced by the movement of
he ship such that it forcefully strikes the walls of its container.
oreover, the resonance phenomenon may occur in case of large

anks filled with liquid, causing the slamming force to become
ufficiently large for the liquid to break through the tank and
ompromise the safety of the ship [1–6]. Therefore, it is important
o study the mechanism of violently sloshing liquid in a tank to
uide the design of cargo ships used to transport it. Computa-
ional Fluid Dynamics (CFD) has been an effective approach for
tudying sloshing flows in recent decades [7–11]. However, when
loshing flows become violent, the strong impact and complex
eformations of the phase interface pose daunting challenges to
he use of CFD methods to model such phenomena [12–14].

In recent years, the meshless methods, such as the moving
article semi-implicit (MPS)[15–17] and the smoothed particle
ydrodynamics (SPH) [18,19], have been widely applied to nu-
erical studies on violent flows and prove to be an effective
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URL: https://dcwan.sjtu.edu.cn/ (D. Wan).
ttps://doi.org/10.1016/j.euromechflu.2022.04.002
997-7546/© 2022 Elsevier Masson SAS. All rights reserved.
CFD tool [20–26]. The calculational domain in the MPS and SPH
methods is represented by a set of particles in space with distinct
physical properties, allowed motions following Lagrangian equa-
tions. The particle distribution can be used to obtain the interface
between particles of different phases without the need for addi-
tional interface-capturing algorithms. Therefore, compared with
mesh-based methods, the meshless method is more suitable for
representing sloshing flows with strong and nonlinear deforma-
tions of the free surface. For example, Debadatta and Kishore [27]
performed MPS simulations of the violently sloshing liquid in a
container undergoing horizontal sinusoidal motion, in which the
dynamic parameters required for optimization design, including
the amplitude of the wave, impact pressure, base shear, and
overturning moment, were accurately calculated. Hwang et al.
[28] combined the MPS method with fluid structure analysis to
simulate sloshing flows with elastic baffles, and carefully vali-
dated the effect of the baffles in suppressing the development
of sloshing flows. Zhang and Wan [29] presented a compara-
tive study between the MPS and level set simulations of the
violently sloshing liquid, and the results showed that the peak
pressures, wave breakings, and liquid splashing captured by the
MPS method were more consistent with experimental data.

https://doi.org/10.1016/j.euromechflu.2022.04.002
http://www.elsevier.com/locate/ejmflu
http://www.elsevier.com/locate/ejmflu
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Fig. 1. Schematic of boundary conditions in the MPS method. (a) Wall boundary condition (b) free surface boundary condition.
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However, most MPS simulations of violently sloshing liquids
re based on the single-phase MPS method, [30–35] which re-
uires the sloshing flows to be simplified as a single-phase model
n which the region of air is assumed to be an empty area and
he effect of the air phase is ignored. With this simplification, the
ingle-phase MPS method becomes capable to simulate violently
loshing liquids, and, in some cases, yields good agreement with
he results of experiments. However, the accuracy of single-phase
PS simulations decreases with the increase in the intensity of
loshing. As has been observed in experiments, [36–40] a mas-
ive amount of air is trapped by the overturning and breaking
f waves, and has a significant influence on the shape of the
loshing waves that cannot be considered by the single-phase
PS method. Moreover, the air may be trapped between the
loshing waves and the walls of the tank containing the liquid
uring wave impact, acting as an ‘‘air cushion’’ that affects the
ccuracy of prediction of the impact pressure [41,42].
Several multi-phase MPS methods have been developed and

pplied in recent years to simulate a violently sloshing liquid.
himizu et al. [43] and Meng et al. [44] developed and used multi-
hase MPS methods to simulate sloshing flow with a high filling
ate, corresponding to an experiment by Koh et al. [45] A good
greement between snapshots of the MPS and the experimental
hotographs was achieved, and the impact pressures were accu-
ately predicted. However, the sloshing flow studied by them was
ot sufficiently violent for the overturning and breaking of waves,
ecause of which the deformation in the phase interface was
ot complicated. Khayyer and Gotoh [46] used the multi-phase
PS method with a consistent pressure gradient that obeyed the
aylor series to reproduce the sloshing experiment performed
y Rognebakke et al. [47] The phenomenon of air entrapment
ue to the impact of sloshing waves on the roof of the tank was
uccessfully captured and a stable pressure field was obtained.
The above studies constitute almost all work on multi-phase

PS simulations of sloshing flows, but do not well consider
he problems of sloshing flows with overturning and breaking
aves. This study aims to illustrate the necessity of multi-phase
imulations for representing violently sloshing liquid through a
omparative analysis between single-phase and multi-phase MPS
ethods, and to better figure out the air effect in the violent
loshing flows. A multi-phase MPS method that is highly stable
nd accurate is first developed and verified through two classical
xamples: the static multi-fluid system and the Rayleigh–Taylor
nstability. Both single-phase and multi-phase MPS methods are
hen applied to simulate three different problems of sloshing
lows with increasing intensities. The results for the different
ases are finally used to analyze the effect of the air phase and
stablish the superiority of the multi-phase MPS method.
 o

2

2. IMPS method

The IMPS (improved MPS) method, [49–52] proposed and
widely validated by the Computational Marine Hydrodynamics
Lab (CMHL), is employed for the single-phase simulations in
this paper. In this method, four enhanced schemes are used to
suppress pressure oscillations of the original MPS method: (1) the
gradient model of momentum conservation, (2) the kernel func-
tion without singularity, (3) the Pressure Poisson Equation (PPE)
with a mixed source term, and (4) the highly precise approach for
free surface detection. In this section, the IMPS method would be
introduced in detail.

2.1. Governing equations

The governing equations of MPS method consist of equa-
tions for the conservation of mass and momentum [16] with the
following Lagrangian forms:
Dρ

Dt
= −ρ(∇ · u) (1)

ρ
Du
Dt

= −∇P + FV
+ F B

+ F S (2)

where ρ, u, and P represent the density, velocity, and pressure of
the particles, respectively, FV , F B, and F S denote the viscous force,
body force, and surface tension forces, respectively. Note that, the
surface tension force F S is usually ignored in the single-phase
MPS simulation.

2.2. Kernel function

There are various forms of interactions between neighboring
particles in the MPS method, and the kernel function is used as
a weight function to measure the strength of these interactions.
For the IMPS method, the improved kernel function proposed by
Zhang and Wan [52] is adopted:

W (rij, re) =

{ re
0.85rij+0.15re

− 1 (0 ≤ r < re)

0 (re ≤ r)
(3)

where rij and re represent the distance between particles and the
argest radius of particle interaction, respectively. The default size
16] of re is 2.1dp for the gradient and divergence models, and
.1dp for the Laplace model, where dp represents the initial par-
icles distance. As the distance between particles decreases, the
alue of kernel function increases, resulting in stronger particle
nteractions, and vice versa. When the distance between a pair
f particles is larger than a certain threshold, the kernel function
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Fig. 2. Flowchart of single-phase and multi-phase MPS methods.
⟨

ecomes zero and no interaction occurs. The improved kernel
unction obtains a finite value when the particle distance is zero.
hus, the problem of singularity of the original kernel function
16] can be well avoided.

.3. Particle interaction models

Particle interaction models [16] are employed to discretize the
ifferential operators in the governing equations, including the
3

gradient model, divergence model, and Laplacian model:

⟨∇φ⟩i =
D
n0

∑
j̸=i

φj − φi

|r j − r i|2
(r j − r i)W (rij, re) (4)

⟨∇ · Φ⟩i =
D
n0

∑
j̸=i

(Φj − Φi)
|rj − ri|2

· (rj − ri)W (rij, re) (5)

∇
2φ⟩i =

2D
n0λ

∑
j̸=i

(φj − φi)W (rij, re) (6)
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Fig. 3. Illustration of transition region defined in the MMPS method.

Fig. 4. Initial setup of the static multi-fluid system.

here φ is an arbitrary scalar function, θ is an arbitrary vector,
is the number of spatial dimensions, n0 is the particle number
ensity in the initial arrangement, calculated as

n⟩i =

∑
j̸=i

W (rij, re) (7)

nd λ is a parameter to keep the increase in variance equal to
hat in the analytical solution. It can be calculated as:

=

∑
j̸=i W (rij, re)|rj − ri|2∑

j̸=i W (rij, re)
(8)

2.4. Pressure gradient model

When the gradient model given in Eq. (4) is used to calcu-
late the pressure gradient force, the conservation of linear and
angular moments cannot be fully satisfied, and this may cause
significant tensile instability. To overcome this, the IMPS method
4

adopted the following conservative form proposed by Tanaka and
Masunaga [53]:

⟨∇P⟩i =
D
n0

∑
j̸=i

(Pj + Pi)
(r j − r i)
|r j − r i|2

W (rij, re) (9)

With the above model, the pure repulsive force between par-
ticles can be guaranteed, thus the problem of tensile instability is
solved.

2.5. Semi-implicit algorithm

To maintain the incompressibility of fluid, a semi-implicit
algorithm [16] is used in the MPS method whereby each timestep
is divided into a (first) prediction step and a (second) correction
step. This is also the main difference between the MPS method
and the original SPH method. In recent years, the semi-implicit
algorithm is also introduced into the SPH method, through which
the ISPH (Incompressible SPH) method [54] is further proposed.

In the prediction step, the temporal velocity field is explicitly
updated according to the viscous force, gravitational force, and
surface tension force. Then in the correction step, the PPE is
solved to obtain the pressure field, through which the velocities
and locations of the particles are updated to the next time step.
In the IMPS method, the PPE with a mixed source term, proposed
by Tanaka and Masunaga [53] and rewritten by Lee et al. [55], is
used:

⟨∇
2Pk+1

⟩i = (1 − γ )
ρ

∆t
∇ · u∗

i − γ
ρ

∆t2
⟨nk

⟩i − n0

n0 (10)

here γ is a blending parameter less than 1, u∗

i is the temporal
velocity, and < nk> i is the particle number density at the kth
time step. According to the numerical tests by Lee et al. [55], the
pressure oscillations can be well suppressed at γ = 0.01, which
is followed in the present study. As Tanaka and Masunaga [53]
have noted, the mixed source term is in fact a combination of
the divergence free velocity condition and the constant particle
number density condition, which is favorable for the numerical
stability.

2.6. Boundary conditions

The wall boundary condition in the MPS method can be re-
garded as a kind of impenetrable condition, and is imposed by
the arrangement of the wall and dummy particles, as shown in
Fig. 1(a). For the simulations of liquid sloshing, the velocity of
wall particles is directly given according to the tank motion. A
single layer of wall particles in contact with the fluid domain
participates in the solution of the PPE together with the fluid
particles, whereas the pressures of dummy particles are obtained
through an interpolation based on the pressures of neighboring
fluid and wall particles. When the fluid particles get too close to
the wall, the pressure of wall particles increases rapidly, and a
pressure gradient force opposite to the wall is exerted on the fluid
particles. Nonphysical penetrations can thus be prevented.

With regard to the boundary of the free surface, a Dirichlet
boundary condition of zero pressure is imposed for all free surface
particles. To accurately identify the free surface particles, the
IMPS method adopted a highly precise approach [56] in which
a vector is defined to quantitatively assess the asymmetry of
particle distribution:

Ai =
D
n0

∑
j̸=i

(r i − r j)
|r i − r j|

W (rij, re) (11)

In case of free surface particles, all neighboring particles are
ocated on the liquid side, as shown in Fig. 1(b). Therefore, the



X. Wen, W. Zhao and D. Wan European Journal of Mechanics / B Fluids 95 (2022) 1–22

Fig. 5. Snapshots of local particle distribution near the phase interface as simulated by the IMPS method.

Fig. 6. Results of numerical simulations of the static multi-fluid system obtained by the MMPS method. (a) Phase field. (b) Pressure field. (c) Local particle distribution
on the phase interface.
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Fig. 7. Comparison of hydrostatic pressures between the numerical results and
the analytical solutions at three depths.

Fig. 8. Schematic of the RTI problem with a single sinusoidal disturbance.

high asymmetry and low particle number density are considered
as the main two criteria in this approach, and the particles satis-
fying the following conditions are judged as free surface particles:

⟨n⟩i < β1n0

or
⟨n⟩i > β1n0 and ⟨n⟩i⟨β2n0 and |A|i⟩α|A|

0
(12)

here α = 0.9, β1 = 0.8, β2 = 0.97, and |A|
0 represents the

nitial value of |A| for free surface particles. Note that the above
udgment is needless in the multi-phase MPS method, where zero
ressure is assigned to the uppermost layer of air particles in the
omputational domain and the pressures of interface particles are

btained by solving the PPE.

6

. MMPS method

The multi-phase simulation in this study is performed with
he MMPS method [57] developed by introducing various multi-
hase models into the IMPS method, including (1) improved
ensity smoothing scheme, (2) inter-particle viscosity model,
3) PPE with inter-particle density, (4) modified pressure gradi-
nt model for high density ratios, (5) continuum surface force
CSF) model, (6) multi-phase particle collision model, and (7)
ompressible–incompressible coupling model. The multi-phase
ystem is treated as a single-fluid system with multi-density and
ulti-viscosity fields in the MMPS method. Therefore, the govern-

ng equations of different phases possess similar forms and can
e computed simultaneously. Fig. 2 shows the flowchart of single-

phase and multi-phase MPS methods. The MMPS method can be
conveniently implemented by adding the multi-phase models to
the calculation process of the single-phase MPS method. In the
following parts of this section, the multi-phase models in the
MMPS method are presented in detail.

3.1. Improved density smoothing scheme

For sloshing flows, the density ratio of the water and air
phases is quite high, and the density field is mathematically
discontinuous at the phase interface. To overcome the numeri-
cal instability induced by this discontinuity, a transition region
is defined in the vicinity of the phase interface, as shown in
Fig. 3. Within the transition region, an improved density smooth-
ing scheme is applied, which carries out the spatially weighted
average density of particles using the following formula:

⟨ρ⟩i =
ρiWself +

∑
j∈I ρjW (rij, re)

Wself +
∑

j∈I W (rij, re)
(13)

here I includes the target particle i and all its neighboring
articles. From the above density smoothing scheme, it can be
oted that the width of transition region should be equal to 2re.
onsidering that the smaller transition region is closer to the
hysical interface, we adopt re = 2.1dp in the density smoothing
cheme. Wself is a weight function to magnify the influence of
he target particle itself, so that the smoothed density field is
loser to the real density field. Therefore, compared with the
riginal scheme [58] proposed for problems involving the low
ensity ratio, the improved scheme maintains the sharpness of
he variation in density, and some sloshing features associated
ith the high density ratio can be better captured.
Although the density smoothing scheme induces the mathe-

atical variation of fluid density, it would not affect the incom-
ressibility of fluid. The reason is that the concept of Particle
umber Density (PND) [16] is introduced into MPS and acts as the
ew criterion of fluid incompressibility. As can be seen from the
PE in Eq. (10), the fluid incompressibility is satisfied when the
ND remains constant, which is not related to the fluid density,
ut only decided by the distribution of particles. Hence, the
moothing of fluid density mainly improves the calculated results
f pressure field, pressure gradient and particle acceleration.

.2. Inter-particle viscosity model

There is also a discontinuity of viscosity field existing across
he phase interface, which would affect the calculation accuracy
f viscous force inside the transition region. To deal with this,
he inter-particle viscosity model [58] is employed in the MMPS
ethod. Specifically, when particles belonging to different phases

nteract with each other, the inter-particle viscosity is defined to
ubstitute the real viscosity in the calculation of viscous force.
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Fig. 9. Evolution of RTI as simulated by the MMPS method (t = 0 s, 1 s, 3 s, 5 s).

Fig. 10. Comparison of RTI interfaces captured by different numerical methods (t = 5 s).

Fig. 11. Comparison of streamline distribution and evolution of vortices in RTI problems between the MMPS (left) and the SPH [48] (right) methods.
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Fig. 12. Numerical model of the sloshing without wave breaking or with mild
wave breaking.

The inter-particle viscosity can be obtained by averaging the
viscosities of different particle:

µij =
[
(µθ

i + µθ
j )/2

]1/θ (14)

here µij represents the inter-particle viscosity, µi and µj repre-
ent the dynamic viscosities of particles i and j, respectively, and
is a parameter determining the averaging method. For θ = 1,

he arithmetic mean is used. For θ = −1, the harmonic mean
s used. According to the recommendations of Shakibaeinia and
in, [58] the harmonic mean of the inter-particle viscosity is used
n the MMPS method. Thus, the viscosity term has the following
orm:
V

= ∇τ = ∇(µ∇ · u) = ∇µ(∇ · u) + µ∇
2u ≈ µ∇

2u

=
2D
n0λ

∑
j̸=i

2µiµj

µi + µj
(uj − ui)W (rij, re)

(15)

In the above formula, the first term ∇µ(∇ · u) is equal to
ero for incompressible fluid since the divergence free velocity
ondition can be satisfied. In addition, for compressible fluid, the
rder of magnitude this term ∇µ(∇ · u) is much smaller than
hat of the second term µ∇

2u when the value of compressibility
s limited. Therefore, this term is neglected in calculations of this
tudy for the sake of simplicity.

.3. PPE with inter-particle density

In the transition region, the pressure field undergoes signif-
cant changes owing to the rapid variation of the density field.
hus, the large pressure gradient may be generated and causes
he particles to unphysically move, especially for the lighter par-
icles. To maintain the smoothness of the pressure field, the PPE
ith inter-particle density [61] is adopted in the MMPS method.
sing it, the left-hand side of the PPE can be discretized as

1
ρij

∇
2Pk+1

⟩i =
2D
n0λ

∑
j̸=i

1
ρij

(Pk+1
j − Pk+1

i )W (rij, re) (16)

where ρij is the inter-particle density. Its definition is similar to
that of µ in Eq. (14), but the arithmetic mean is used here
ij

8

according to the numerical tests by Duan et al. [61], written as:

ρij =
ρi + ρj

2
(17)

3.4. Modified pressure gradient model for high density ratios

When calculated with the gradient model of the single-phase
MPS method, such as Eq. (4) or Eq. (9), the pressure gradient
orces between a pair of interacting particles have the same value.
owever, the consistency of forces causes a significant discrep-
ncy in the accelerations of particles with different densities.
pecifically, owing to the high density ratio, the acceleration of
he lighter particles may be significantly overestimated compared
ith that of the heavier particles, resulting in numerical instabil-

ty. In the MMPS method, the modified pressure gradient model
61] for high density ratios is used to obtain a continuous and
table acceleration field:
1
ρij

∇P⟩i =
D
n0

∑
j̸=i

2(Pj − Pi)
ρi + ρj

(r j − r i)
|r j − r i|2

W (rij, re)

+
D
n0

∑
j̸=i

(Pi − P ′

i,min)
ρi

(r j − r i)
|r j − r i|2

W (rij, re)
(18)

where P ′

i,min represents the minimal pressure among the same-
phase neighboring particles around the target particle i. The first
term on the right-hand side of Eq. (18) is a modified form of
the original pressure gradient model, in which the inter-particle
density is introduced to maintain consistency among the accel-
erations. The second term is in the same direction as the vector
defined in Eq. (11), from the denser region to the more dilute
region. Therefore, it can be regarded as a particle-stabilizing
term [61] (PST) favorable for the uniform distribution of particles
through the exertion of an artificial force.

3.5. Surface tension model

Although the surface tension force is less dominant in the
sloshing flows, it helps keep the phase interface clear by prevent-
ing nonphysical penetrations. In the MMPS method, the contin-
uum surface force (CSF) model proposed by Brackbill et al. [62] is
used, in which the surface tension force is converted into a body
force that can be calculated as:

F S
= −σκ∇C (19)

where σ is the coefficient of surface tension, κ is the interface
curvature, and ∇C is the gradient of a color function which can
be calculated with the gradient model in Eq. (4). To maintain the
continuity of accelerations, the density-weighted color function
[63] is defined:

Cij =

⎧⎨⎩ 0 if particles i and j belong to the same phase
2ρi

ρi + ρj
if particles i and j belong to different phases

(20)

To calculate the interface curvature κ , the analytical method
proposed in the contoured continuum surface force (CCSF) model
[64] is employed here. Its main idea is to approximate the phase
interface by contours of the smoothed color function. In the first
step, the smoothed color function f at an arbitrary location (x, y)
is obtain by the spatially weighted averaging of the original color
function:

f (x, y) =

∑
j̸=i CjG(rij, rs)∑

G(rij, rs)
, G(rij, rs) =

9
πr2

exp

(
−

9r2ij
r2

)
(21)
j̸=i s s



X. Wen, W. Zhao and D. Wan European Journal of Mechanics / B Fluids 95 (2022) 1–22

d

Fig. 13. Comparison of the sloshing without wave breaking between numerical and experimental [45] methods. (a) Experiment. (b) IMPS method. (c–d) Phase
istribution and pressure field calculated by the MMPS method.
Then, the local contour passing through particle i can be ob-
tained by a Taylor series expansion:

fx,i(x − xi) + fy,i(y − yi) +
1
2
fxx,i(x − xi)2 + fxy,i(x − xi)(y − yi)

+
1
2
fyy,i(y − yi)2 = 0 (22)
9

where the subscripts x and y represent partial derivatives with
respect to x and y, respectively.

Finally, the curvature of the interface at particle i can be
analytically calculated as:

κi =
y′′

′ 3/2 =
2fx,ify,ifxy,i − f 2x,ifyy,i − f 2y,ifxx,i

2 2 3/2
(23)
(1 + yi) (fx,i + fy,i)



X. Wen, W. Zhao and D. Wan European Journal of Mechanics / B Fluids 95 (2022) 1–22

w

Fig. 14. Time history of impact pressures predicted by different methods in sloshing without wave breaking [45].
Fig. 15. Time history of wave elevations predicted by different methods in sloshing without wave breaking [45].
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3.6. Multi-phase particle collision model

The uniform distribution of particles is important for the sta-
bility of MPS simulations. However, due to the randomness of
their motion, the particles may get too close at some instants and
nonphysical penetrations may occur. In the MMPS method, the
multi-phase collision model [58], which assumes the occurrence
of particle collisions in case the distance between particles is
shorter than a certain threshold, is used to correct the velocities
and locations of particles based on the theory of collision of two
spheres with different masses. The velocities of the particles after
collision are calculated as:

u′

i = ui −
1
ρi

(1 + ε)
ρiρj

ρi + ρj
un
ij (24)

u′

j = uj +
1
ρj

(1 + ε)
ρiρj

ρi + ρj
un
ij (25)

here u′

i and u′

j are the velocity vectors after collision, un
ij is

the normal relative velocity of particles i and j, respectively, ε

represents the collision ratio which is equal to 0.5 in this study,
as suggested by Shakibaeinia and Jin [58].

3.7. compressible–incompressible model

In some violent cases, the compression of the air phase may
be induced by the strong impact of sloshing waves on walls of the
tank. To reproduce this process, the compressible–incompressible
 t

10
model is used in the MMPS method, in which the water and air
phases are considered to be incompressible and compressible,
respectively. As in case of treatments by Khayyer and Gotoh,
[65,66] and Duan et al. [61] a compressibility term derived from
the equation of state is included in the PPE source term of the air
particles:

⟨∇
2Pk+1

⟩i = (1−γ )
ρ

∆t
∇·u∗

i −γ
ρ

∆t2
⟨nk

⟩i − n0

n0 +
1

∆t2C2
s
Pk+1
i (26)

here Cs is the physical speed of sound, equal to 340 m/s in
he present study. An additional benefit of the above model is
hat the compressibility term can be moved to the left-hand side
f Eq. (26) in the solving of PPE, which increases the values of
he diagonal elements of the coefficient matrix and improves the
tability of the calculated pressure [53].

. Validations of MMPS method

In some of our previous studies, the validations of IMPS and
MPS methods have been presented from different aspects. For
xample, the convergence property of the IMPS method is verified
y Zhang and Wan [50], and that of the MMPS method is verified
y Wen et al. [57]. Meanwhile, their energy conservations are
nvestigated through the numerical simulations of surface waves
50] and internal solitary waves [57], respectively. However, due
o the greater challenge of the multi-phase simulation of violent
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Fig. 16. Comparison of free surface treatments in different methods. (a) MMPS method. (b) IMPS method. (c) Misjudgment of free surface particles in the IMPS

method.
sloshing flows, more validations of the MMPS method are still
needed to be carried out.

There are two main challenges for the numerical simulations
f violent sloshing flows. The first one corresponds to the insta-
ility caused by the high density ratio, which is also an important
arget of the above multi-phase models. The second challenge is
he accurate capturing of the complex interfaces generated by
he complicated phenomena in the violent sloshing flows, such as
reaking waves, overturned free surface, and splashing water. In
his section, the static multi-fluid system and the Rayleigh–Taylor
nstability are respectively simulated to validate the capacity of
he MMPS method to address these two challenges.

.1. Static multi-fluid system

As shown in Fig. 4, two immiscible fluids with the same
epth of 0.75 m are poured in a 2D rectangular tank and remain
ompletely static. The physical properties of fluids are nearly
11
identical, except that the densities of the lower and upper fluids
are 1000 kg/m3 and 1 kg/m3, respectively. Hence, the density
ratio in this case reaches up to 1,000. The single-phase and multi-
phase simulations are respectively carried out with the IMPS and
the MMPS methods, then the results are compared to illustrate
the improvements brought about by the multi-phase models.

Fig. 5 shows snapshots of the local particle distribution near
the phase interface as simulated by the IMPS method. As it can
be seen, a significant discrepancy in accelerations leads to signifi-
cantly different movements of the lighter and heavier fluids, thus
the lighter particles are quickly stimulated and moved up with
a high acceleration that disrupts their uniform distribution. By
contrast, the distribution of the heavier particles remains almost
unchanged until t = 0.03 s. Then, the lighter particles begin
to fall freely and penetrate the heavier particles at t = 0.08
s, disrupting the calm state of the lower fluid. Finally, blow-up
instability occurs at t = 0.2 s.
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Fig. 17. Comparison of snapshots of sloshing flows with mild wave breaking between the experiment [45] (left) and the MMPS simulation (right).
t
e

Fig. 6 shows the results of the numerical simulation using the
MPS method, including the phase field, pressure field, and local
article distribution on the phase interface. Due to improvements
rought by the multi-phase models, the phase field becomes
table, and the pressure field remains smooth throughout the
ntire simulation. Moreover, the uniform distribution of parti-
les on both sides of the phase interface is well guaranteed.
ig. 7 compares the hydrostatic pressures calculated by the MMPS
ethod with those of the analytical solutions. Except for a short

luctuation at the start of the simulation, the numerical results
gree well with the analytical solutions at three different depths.
his simple validation shows that the instability caused by the
igh density ratio can be adequately inhibited by the MMPS
ethod.
 t

12
4.2. Rayleigh–Taylor instability

The Rayleigh–Taylor instability (RTI) is a typical example of
multi-phase flow with complex interfaces. As shown in Fig. 8, the
RTI problem, which has been studied by Yang and Liu [48] as well
as Hu and Adams, [67] is considered here. In a 2D rectangular tank
with the dimension of 1 m ×2 m (width ×height), the heavier
fluid with a density of 1.8 kg/m3 is placed in the upper half
of the container over the lighter fluid, which has a density of
1.0 kg/m3. The viscosity of both fluids is 2.5 × 10−3 Pa· s and
he gravitational acceleration is set to 1 m/s2. The surface tension
ffect is neglected in this case. All inner walls of the tank are
reated as no-slip boundary. At first, the two-phase system was
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Fig. 18. Time history of the impact pressures predicted by different methods in sloshing flows with mild wave breaking [45].
Fig. 19. Time history of wave elevations predicted by different methods in sloshing flows with mild wave breaking [45].
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ompletely static, and a single sinusoidal disturbance is imposed
n the phase interface according to y = 1–0.15sin(2πx).
Fig. 9 shows the evolution of the RTI as simulated by the

MPS method at t = 0 s, 1 s, 3 s, and 5 s. It is clear that
ith the continuous development of the RTI, the phase interface
radually deforms into a complex shape. Nevertheless, it is ac-
urately captured without any nonphysical penetration observed,
hus validating the numerical instability of the MMPS method.
n Fig. 10, the RTI interface obtained by the MMPS method at
= 5 s is compared with the results of the level set [48] and

he SPH[48,67] methods in the literature. The phase interfaces
aptured by different methods are similar, and the numerical
esults of the MMPS show very good agreement with those of
he level set method. The nonphysical penetrations and sawtooth
nterface observed in the other two methods are well avoided.

Fig. 11 shows the streamline distribution and evolution of the
ortices obtained by the MMPS and the SPH methods. Multiple
ortices are formed with the development of the RTI, which is
lso the main reason for the appearance of complex interfaces.
n addition, the locations and sizes of the vortices predicted by
he MMPS show very good agreement with the results of the
PH. Overall, the above RTI simulation verifies the capacity of the
MPS method to capture complex interfaces owing to its mesh-

ess characteristics and the fidelity of the various multi-phase
odels introduced.

. Numerical simulations and analysis

In this section, both the IMPS and the MMPS methods are
pplied to numerically simulate a violently sloshing liquid, and
13
comparative analysis is performed to illustrate the necessity of
he multi-phase simulation in this context. To consider the influ-
nce of the intensity of sloshing, three cases involving increasing
ntensities and different forms of sloshing waves are studied:
loshing without wave breaking, sloshing with mild wave break-
ng, and sloshing with violent wave breaking. In order to compare
he results of single-phase and multi-phase simulations, the nu-
erical parameters adopted by the IMPS and the MMPS methods
eep identical in the same case, such as the time step, the particle
ize and so on.
All the simulations are completed on the GPU (Graphics Pro-

essing Unit) device to improve the computational efficiency. In
he study of Chen and Wan [68,69], the combination of the IMPS
ethod and the GPU acceleration technology has been realized
nd introduced in detail. Due to the simultaneous solution of
ifferent phase, the calculation process of MMPS remains to be
onsistent with that of IMPS method, except for the addition of
ulti-phase models which will not cost too much computing

ime. Thus, the speedup of GPU for multi-phase simulation can be
onsidered as almost the same as that in single-phase simulation.

.1. Case 1: Sloshing without wave breaking

The numerical model shown in Fig. 12 is used to simulate the
loshing without wave breaking, which keeps consistent with the
xperimental model adopted by Koh et al. [45] A 2D rectangular
ank with the width and height of 0.6 m is disturbed to horizontal
armonic motion. The equation of motion is x = −A(1 − cosωt),

where A = 0.005 m is the amplitude of excitation and ω =
6.85 rad/s is the angular frequency of excitation. The density and
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Fig. 20. Comparison of pressure fields calculated by different methods. (a) MMPS method. (b) IMPS method.
Fig. 21. Numerical model of the sloshing with violent wave breaking.
s
N

iscosity of the water phase are 1 × 103 kg/m3 and 1 × 10−3 Pa·
, and those of the air phase are 1.29 kg/m3 and 1.5 × 10−5 Pa·
14
, respectively. The coefficient of surface tension is 7.27 × 10−3

/m. In this case, a high water filling rate of 50% is adopted, thus
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Fig. 22. Snapshots of sloshing with violent wave breaking simulated by different methods. (a) MMPS method. (b) IMPS method.

Fig. 23. Air entrapment and cavity evolution as captured in the experiment [59] (left), MMPS simulation (middle), and IMPS simulation (right).

15



X. Wen, W. Zhao and D. Wan European Journal of Mechanics / B Fluids 95 (2022) 1–22

l
w

b
w
w
o
i
p
o
n
o
n
e
f

Fig. 24. Comparison of phase interfaces captured by the SPH [60] (top) and MMPS methods (bottom). (a) Results of simulation in the early stage and (b) the later
stage.
the depth is equal to 0.3 m. A pressure probe P1 is arranged on the
eft wall of the tank at a distance of 0.02 m from the bottom, and a
ave probe P2 is fixed 0.02 m from the right wall of the tank. The

numerical simulation is conducted with an initial particle spacing
of 0.001 m and a fixed time step of 0.0001 s.

Fig. 13 shows the evolution of the sloshing without wave
reaking as simulated by the IMPS and the MMPS methods as
ell as the snapshots obtained in the experiment. [45] A sloshing
ave with a large amplitude is formed due to the swaying motion
f the tank, and it leads to the acute deformation of the phase
nterface. However, although the sloshing flow is violent, the
henomenon of wave breaking is still not observed and the shape
f phase interface is not complex. A good agreement between the
umerical and the experimental results can be observed in terms
f the shape of phase interface, and no prominent discrepancy is
oted in the results of the IMPS and the MMPS, indicating that the
ffect of the air phase is not significant in this case. The pressure
ield obtained by the MMPS keeps stable and smooth throughout
16
the simulation, validating the accuracy and stability of the MMPS
in simulating problems involving violently sloshing liquid.

Figs. 14 and 15 show the comparisons of the quantitative
results obtained by the IMPS and the MMPS methods with the
experimental data. [45] In Fig. 14, the historical curves of impact
pressure show that the results obtained by these two methods are
almost entirely consistent with the experimental data. In Fig. 15,
the wave elevations predicted by the IMPS and MMPS methods
showed good agreement with the experimental data in the first
half of the simulation. However, a significant difference emerges
with the continuous development of the sloshing flow, whereby
the peak amplitudes of wave elevation calculated by the IMPS
method are much larger than the results of the MMPS and the
experiment after t = 5 s.

To analyze the cause of the above difference, Fig. 16(a) and
Fig. 16(b) show the processes of climbing and falling of the water
head as simulated by the MMPS and the IMPS methods, respec-
tively. The morphological difference in sloshing waves mainly
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Fig. 25. Time history of impact pressures predicted by different methods in
sloshing without wave breaking, and a comparison with experimental data [59].

appears near the highest point. The sloshing wave is flatter in
the MMPS simulations while a sharper wave is predicted by the
IMPS method, with some splashed water particles observed. The
former can be attributed to the use of the surface tension model
in the MMPS method. During the climbing of the water head,
the sharpness and curvature of the interface of sloshing waves
near the right wall of the tank increases rapidly, producing a
17
surface tension force directed inside the water. This reduces the
sharpness of the wave. However, the surface tension force is not
considered in the IMPS method, because of which the growth of
wave sharpness is less constrained and its calculated elevation is
higher than that in the experimental data.

The splashing phenomenon in the single-phase simulation
can be explained by the results of judgment of the free surface
particles, as shown in Fig. 16(c). A few internal fluid particles near
the free surface are misjudged as free surface particles due to
the oscillation in the particle number density induced by violent
sloshing. These particles are incorrectly assigned zero pressure,
because of which the pressure gradient forces between these
particles are ignored and inertial motion is simulated that leads
to the particles splashing. In contrast to the IMPS method, the
pressures of the free surface particles are calculated by solving the
PPE in the MMPS method, and thus the above problem is avoided.

The above analysis shows that although the MMPS method
could accurately simulate violent sloshing in this case, similar re-
sults are obtained by the IMPS method. Due to the absence of the
surface tension model and the misjudgment of free surface par-
ticles, some defects are observed in the single-phase simulation.
However, these defects can be solved by further improving the
IMPS method. For example, a surface tension model applicable
to single-phase flows has been proposed by Nomura et al. [70] A
virtual particle model has also been developed, [71–73] in which
the pressures of the free surface particles can be better considered
by compensating for virtual particles outside the free surface.
Therefore, the multi-phase simulation of sloshing without wave
breaking seems to be not necessary.

5.2. Case 2: Sloshing with mild wave breaking

The model in Fig. 12 is also used to simulate a sloshing liquid
with mild breaking waves, but at a low water filling rate of 5%. To
obtain a higher intensity of sloshing, the amplitude of excitation
A is increased to 0.01 m and the angular frequency of excitation
ω is set to 2.825 rad/s, close to the first-order natural frequency
of the tank. This results in resonance.

Fig. 17 shows the typical wave profiles at several time instants
and a comparison with the experimental pictures. [45] Note that
only the lower part of the tank is shown because of the low water
filling rate used in this case. At t = 2.75 s, the sloshing wave is
first observed as a standing wave. It then develops into a traveling
wave with a single peak at t = 4.80 s. At t = 6.10 s, the second
peak appears. The multi-crested wave subsequently travels in the
tank and repeatedly strikes its walls. At t = 7.85 s, water runs up
along the left wall and the wave breaks. Although the sloshing
flow becomes more violent due to the resonance phenomenon
and the deformation of phase interface is more complex, the
MMPS method still obtains results consistent with those of the
experiment.

Figs. 18 and 19 present the quantitative results obtained by
the IMPS and the MMPS methods as well as the comparison
with the experimental data. [45] Because the sloshing wave has
complicated double wave peaks, multiple peaks occur in each
period after t = 6 s, making the trends of the impact pressure
and wave elevation difficult to be predicted. As in case 1, the
wave elevation is overestimated in the single-phase simulation.
Moreover, the peak amplitude of the impact pressure is also
overestimated by the IMPS method in this case, indicating that
the effect of the air phase has increased with the intensity of
sloshing, and the accuracy of the calculated pressure in the single-
phase simulation has thus decreased. The results of calculation of
the MMPS method still agree well with the experimental data, but
the peak values tend to be lower than those in the experiment.
Considering that the MMPS results keep quite consistent with
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Fig. 26. Evolutions of shape and pressure inside the air cavity during impact by sloshing with violent wave breaking.
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xperimental results in case 1, the main reason for the difference
hould be the increase of sloshing intensity which brings huge
ifficulties for numerical methods.
Fig. 20 shows the comparison of the pressure fields obtained

y the IMPS and the MMPS methods at different instants, and
good agreement with the experimental data can be observed.
owever, the pressure field near the wall of the tank is slightly
arger in the single-phase simulation during the impact at 6.75
and 7.85 s, which is consistent with the quantitative results in
ig. 19. To sum up, the increase in the intensity of sloshing and
he stronger air effect causes the results of simulation by the IMPS
nd the MMPS methods to be more different from each other
n this case. Therefore, although the single-phase simulation still
btains similar results to those of the experiment, the improve-
ents brought about by the multi-phase simulation are verified

o some degree.

.3. Case 3: Sloshing with violent wave breaking

Although the sloshing flows are violent, the intensities of
loshing in the above two cases are still not comparable to that
n the extreme ocean conditions. In this section, a sloshing liquid
ith violent wave breaking is further considered by using the
xperimental model of Rafiee et al. [59], as shown in Fig. 21. The
idth and height of the 2D tank are 1.3 m and 0.9 m, respectively,
18
and a water filling rate of 20% is chosen. The motion of tank
follows x = Asin(2f 0π t), where A = 0.1 m and f0 = 0.496 s−1,
lose to the first-order natural frequency of the tank. The physical
roperties of water and air are the same as in the model of Fig. 12.
hree pressure probes—P1, P2, and P3—are arranged on the right
all of the tank, and are 0.165 m, 0.18 m, and 0.195 m from
he bottom, respectively. Numerical simulation is conducted with
he initial particle spacing of 0.002 m and the fixed time step of
.0001 s.
Fig. 22 shows several typical snapshots of the sloshing flows

imulated by the IMPS and the MMPS methods. The comparison
hows that before t = 2.3 s, the profiles of sloshing waves keep
dentical in these two simulations. At t = 2.3 s, the overturned
ree surface impacts the underlying water, causing the formation
f an air cavity. In the single-phase simulation, the air cavity
s assumed to be an empty area as the air phase is ignored in
he IMPS method. Therefore, the internal space of the cavity is
uickly occupied by water particles in the subsequent impact, and
he cavity soon disappears. By contrast, the cavity consists of the
eal air particles in the multi-phase simulation, thus although the
avity is subjected to severe deformation, it does not disappear
nphysically, and the entrapped air has a significant influence on
he evolution of the sloshing waves. Moreover, when the splashed
ater particles fall back into the underlying water, some air
articles are entrapped in the region below the free surface. This
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Fig. 27. Pressure fields calculated by different methods at four instants in sloshing with violent wave breaking. (a) MMPS method. (b) IMPS method.
s precisely simulated by the MMPS method and ignored by the
MPS method.

Fig. 23 shows the phenomenon of air entrapment captured by
he MMPS, IMPS, and experimental methods. [59] The locations
nd shapes of the cavity predicted by the MMPS method are
n good agreement with those of the experiments at different
nstants, through which the capacity of the MMPS method to
epresent violent sloshing in case of air entrapment is validated.
n the contrary, although it is able to predict the formation
f the cavity, the IMPS method could not reproduce the whole
volution of the cavity during impact. Therefore, the necessity
f multi-phase simulations to model sloshing flows that are suf-
iciently violent to cause breaking waves and air entrapment is
erified.
19
Fig. 24 shows the comparison of the phase interfaces captured
by the MMPS and SPH [60] methods. In the early stage of the sim-
ulation, good agreement is achieved between these two methods.
However, the interface captured by the MMPS is more natural and
clearer than the SPH later in the simulation, possibly because of
the different fluid viscosities set. In the SPH method, the artificial
viscosity is much larger than the real viscosity of the fluid, and
is used to enhance numerical stability. The real viscosity of the
fluid is directly applied in the MMPS simulation, which benefits
from the improved stability brought about by the semi-implicit
algorithm. In this case, the sloshing waves repeatedly impact the
walls of the tank and cause the violent mixing of water and
air. At the same time, a separation occurs due to the buoyancy
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ffect between successive impacts on the same sidewall, and
he trapped air gradually emerges from the free surface. When
rtificial viscosity is used, the separation process is weakened,
nd the degree of mixing increases continuously to result in an
nclear interface in the SPH simulation. By using the real viscosity
f the fluid, the MMPS method is able to better consider both
he mixing and separation processes, and thus could accurately
apture the phase interface even after the long-term evolution of
he sloshing flows.

Fig. 25 shows the time history of the impact pressures calcu-
ated by the IMPS and the MMPS methods, and recorded by the
hree probes, as well as their comparison with the experimental
ata. [59] Good agreement between the numerical and experi-
ental results is observed in the global shape of the pressure
istory, with the secondary impact at each cycle well reproduced
y both the IMPS and the MMPS methods. The impact pressure
n violent sloshing flow is stochastic; thus, it seems to be less
ossible to obtain a perfect agreement between the numerical
nd experimental results. A comparison of the results of the IMPS
nd MMPS shows that the peak pressure values predicted by the
MPS method are much lower than those predicted by the IMPS
20
at all three probes, implying that the trapped air cavity has a
significant cushioning effect on the process of impact.

To better illustrate the cushioning effect of air, Fig. 26 shows
he evolutions of the shape and pressure of the air cavity dur-
ng the whole process of impact. The air cavity is continuously
ompressed by the approaching sloshing wave to the wall of
he tank, leading to a rapid increase in cavity pressure. In this
rocess, a mass of wave energies is dissipated; thus, the impact
s weakened, and the impact pressure decreases. However, the
bove compression process could not be reproduced in the single-
hase simulation because the cushioning effect of air is ignored,
nd the impact pressure predicted by the IMPS method is thus
ignificantly overestimated.
Fig. 27 shows the pressure fields obtained by the IMPS and the

MPS methods. It is clear that the stability and smoothness of
he pressure field is well maintained in both the single-phase and
he multi-phase simulations. However, when the cavity persists
n the single-phase simulation (t = 2.3 s and t = 2.4 s),
he water particles along its edge are misjudged as free surface
articles and assigned zero pressure. This results in a nonphysical
ressure field around the cavity. By contrast, the cavity pressure
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s fully considered by the MMPS method, and a notable pressure
radient between the air cavity and the surrounding water is
bserved. Moreover, the smooth transition of the pressure field
cross the phase interface is achieved, with no oscillations in
ressure observed.
Fig. 28 shows the velocity field obtained by the MMPS method

ogether with the velocity vectors. Although the amplitudes of
elocities of water and air are comparable, considerably more
omplex flow structures are generated in the region occupied
y air. During the propagation of sloshing waves, the vortical
otion of the air particles occurs near the wave front (t = 1.4
), which becomes violent when the wave overturns and some
ir particles quickly escapes from the open cavity (t = 2.3 s
nd t = 3.2 s). Affected by the wave run-up, another vortex
tructure with a large radius is observed above the sloshing wave
t = 3.6). Moreover, when the splashed water particles fall freely,
ultiple and small vortical structures are generated in the air

egion, disturbing the flow field severely (t = 3.2 s). The accurate
epresentation of the above complicated phenomena verifies the
apacity of the MMPS method.

. Conclusions

Based on the IMPS and the MMPS methods, a set of problems
nvolving liquids sloshing with different intensities are simulated
n this paper, and the necessity of the multi-phase simulation is il-
ustrated through a comparative study. The following conclusions
an be drawn from the work here:
(1) By introducing various multi-phase models to the IMPS

ethod, the MMPS method is developed and presented in de-
ail. Its capacity to deal with a high density ratio and complex
hase interfaces, which are the main challenges to the numeri-
al simulation of violent sloshing flows, is verified through the
uccessful simulation of the static multi-fluid system and the
ayleigh–Taylor instability, respectively.
(2) The global and local features of violent sloshing flows are

dequately reproduced by the MMPS method, and the qualitative
nd quantitative results are generally in very good agreement
ith those of experiments. However, some discrepancies in the
eak pressure values might have been caused because the 3D ef-
ect in case of violent wave breaking is ignored. This is a direction
or future work to be pursued by the authors. Compared with the
PH method, the MMPS method can better consider the mixing
nd separation processes induced by wave breaking. It does so by
sing the real viscosity of the fluid rather than artificial viscosity.
herefore, a natural and clear phase interface can be obtained by
he MMPS method even after the long-term evolution of sloshing
low.

(3) A comparative study shows that when the sloshing flow
s violent but does not feature breaking waves, the results of
imulations of the IMPS and MMPS methods are in good agree-
ent. Therefore, the single-phase simplification of sloshing flows,
hich has been used in most previous MPS studies, seems to be
easonable under this condition. However, the absence of a sur-
ace tension model and the misjudgment of free surface particles
educes the accuracy of the single-phase MPS simulation.

(4) The difference between the results of simulation of the
MPS and the MMPS methods becomes significant with the in-
rease in the intensity of sloshing and the occurrence of breaking
aves. Although the air cavity is observed in both simulations,
nly the MMPS method is able to predict its evolution and obtain
xact profiles of the sloshing waves. The cushion effect of air is
gnored in the single-phase simulation, which leads to the over-
stimation of peak pressure values and inaccurate representation
f the pressure field around the cavity. Thus, the multi-phase
imulation is necessary.
21
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