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ABSTRACT

The wall-modeled large eddy simulation has achieved some success in simulating wall-bounded flows. However, their predictive accuracy in
separated flow still requires further validation. In this study, we employ the open-source computational fluid dynamics toolbox OpenFOAM
to numerically investigate the flow past a cylinder at subcritical Reynolds numbers ReD ¼ 3900. At two different sampling heights, h¼ 2nd

and h¼ 4th, three wall stress models: the algebraic model, the equilibrium wall model (EQWM), and the non-EQWM (NEQWM), and five
subgrid-scale (SGS) models: the Smagorinsky (SMAG) model, the k-equation SGS (KSGS) model, the wall-adapting local eddy viscosity
(WALE) model, the dynamic SMAG (DSMAG) model, and the dynamic KSGS (DKSGS) model, are selected for comparative study. Various
physical quantities, including statistical flow quantities, wall pressures, time-averaged wake velocity profiles, and Reynolds stresses, are
extracted and compared with the experimental data. Power spectral analyses for wake velocity are conducted, and the three-dimensional vor-
tex structures are illustrated. The results indicate that for small sampling height, all wall models yield favorable numerical simulation results.
However, for larger sampling height, the NEQWM is preferred over the other two wall models. In terms of SGS models, the DKSGS model
and WALE model perform better than other SGS models. The SMAG and KSGS models, due to inherent model limitations, struggle to accu-
rately predict the flow separation angle and the Reynolds stresses in the free shear layer.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0181469

I. INTRODUCTION

Turbulence modeling, recognized as a universally challenging
problem, holds great significance in enhancing the accuracy and effi-
ciency of numerical simulations for various engineering applications.
Direct numerical simulation (DNS), as a highly accurate simulation
approach, directly solves the Navier–Stokes (N–S) equations on a very
fine grid. Because it captures every detail in the unsteady flow fields,
this renders computational cost quite substantial and it is primarily
suitable for low Reynolds number basic flows. Large eddy simulation1–3

(LES), as an alternative approach to DNS, focuses on resolving the
large-scale structures in the flow field. For the unresolved part of the
scale, LES employs subgrid-scale (SGS) models.4–7 Due to its higher
computational accuracy compared to Reynolds-Averaged Navier–
Stokes (RANS) in predicting flow fluctuations, vortex structures, and

flow-induced noise, LES has broader prospects for applications in the
engineering field.

In the academic research field, LES has become an indispensable
engineering tool for predicting and analyzing unsteady, multiscale, and
Multiphysics turbulent flows. In practical engineering applications,
LES is not widely utilized, mainly due to the high computational
demands of wall-resolved LES (WRLES) for high Reynolds number
flows.8 In terms of WRLES, the majority of the computational grid is
dedicated to resolving the inner layer of the boundary layer flow
(which occupies approximately 10%–20% of the boundary layer thick-
ness). Chapman9 presented a landmark paper in 1979 that estimated
and compared the number of grid nodes N required for DNS and
WRLES, emphasizing the importance of wall modeling. For a fully
developed turbulent boundary layer, the size of energetic eddies in the
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inner layer is on the order of the viscous length scale d� ¼ �=us. Here,
� represents the kinematic viscosity, us ¼

ffiffiffiffiffiffiffiffiffiffi
sw=q

p
is the friction veloc-

ity on the wall, and sw is the wall shear stress. The outer layer of the
boundary layer is characterized by the local boundary layer thickness
d. The ratio between them defines the Reynolds number Res ¼ d=d�
based on the friction velocity. It can be observed that as the Reynolds
number increases, the energy-containing scales in the inner layer of
the boundary layer decrease. Therefore, to resolve the flow in the inner
layer of the boundary layer, the grid resolution needs to be of the same
order as the viscous length scale, resulting in computational costs that
are often impractical. As a consequence, the fundamental idea of wall-
modeled LES (WMLES) is to directly compute and resolve the flow in
the outer layer of the boundary layer, while using modeling approaches
for the flow in the inner layer of the boundary layer. In recent years,
Choi and Moin,10 building on Chapman’s work, reexamined the com-
putational cost issue using more accurate formulas for high Reynolds
number boundary layer flows. The study showed that the number of
grid nodes of turbulent boundary layers required for DNS, WRLES,

and WMLES is proportional to NDNS � Re37=14L , NWR � Re13=7L , and
NWM � ReL, where L represents the length of the flat plate.
Importantly, the computational cost of WMLES exhibits a linear rela-
tionship with Reynolds number, which significantly expands the range
of Reynolds numbers that WMLES can handle.

The origins of WMLES can be traced back to Schumann’s
research11 in 1975. Schumann employed wall stress boundary condi-
tions instead of wall velocity boundary conditions, which is commonly
referred to as the wall stress model. The model that predicts the wall
shear stress based on the law of the wall is typically known as the alge-
braic model (ALG). In terms of the law of the wall, many researchers
have developed equations that satisfy the velocity distribution near the
wall, such as the Werner–Wengle model12 and the Spalding’s law.13 In
addition to the ALG mentioned above, there is another approach for
determining wall shear stress based on the simplified Navier–Stokes
(N–S) equations in the thin boundary layer. This method involves
embedding a layer of fine grids in the modeled region near the wall to
solve simplified thin boundary layer equations (TBLEs); hence, it is
also referred to as the two-layer model (TLM).14 In this approach, LES
information is sampled at the top of the embedded grids, while a no-
slip velocity boundary condition is imposed at the bottom. Embedded
grids are only refined in the wall-normal direction, allowing for a large
aspect ratio of the grids. This approach often has advantages when
dealing with non-equilibrium effects in certain flows, such as transition
and separation. Based on the treatment of source terms in TBLE, TLM
can be further classified into models based on ordinary differential
equations (ODEs) or partial differential equations (PDEs). Among
them, PDE-based models typically consider all components of source
terms, including pressure gradient terms, transient terms, and convec-
tion terms. However, this approach is relatively complex, and there is
no consensus on whether it provides more accurate computations.15

This paper will not elaborate on PDE-based models in detail. In addi-
tion, ODE-based models simplify the source terms. One approach is to
directly set the source term to zero, which is commonly known as the
equilibrium ODE-based wall model (EQWM). Another approach is to
consider only the pressure gradient term in the source term, known as
the non-equilibrium ODE-based wall model (NEQWM). This
approach has attracted significant attention in separated flows with
adverse pressure gradients.

Currently, many scholars16–20 have numerically simulated various
flow phenomena at different Reynolds numbers using wall stress mod-
els. For channel flow with zero adverse pressure gradient, the simple
ALG has been demonstrated to accurately predict time-averaged quan-
tities16 such as velocity profiles and time-averaged Reynolds stresses
for fully developed turbulence. However, for separated flows with
strong adverse pressure gradients, the law of the wall will no longer
exist.21 In such cases, the TLM approach is usually considered, as it
provides accurate wall shear stress based on TBLE. In terms of the
source term in TBLE, Larsson et al.15 pointed out that flow regions
with strong adverse pressure gradients often correspond to areas with
large convective terms, and their effects can balance each other.
Additionally, WMLES only models the inner layer of the boundary
layer, while the non-equilibrium effects of the outer layer can be well
captured by LES. Therefore, the EQWM can still be used for separated
flows with strong adverse pressure gradients. In this regard, Iyer and
Malik22 numerically simulated the flow past a wall-mounted hump
using the EQWM and compared the numerical results obtained from
different sampling heights, h ¼ 1st and h ¼ 3rd (h ¼ nth represents
sampling at the nth cell center in the wall-normal direction). The
results validated the reliability of this approach, and they obtained bet-
ter predictions of the time-average velocity and stress in the separation
region when sampling height set h ¼ 3rd. Ren et al.23 numerically sim-
ulated three typical separated flows using the EQWM and detached
eddy simulation (DES). The sampling heights was set h ¼ 3rd. The
results showed that both methods accurately predicted the separation
location and wake characteristics, but simulating flow separation
requires a more refined grid. Duprat et al.,24 considering the non-
equilibrium effects of the pressure gradient, numerically simulated
periodic hill flows and obtained good numerical results in the flow sep-
aration region. Wang and Moin25 compared the predictive accuracy of
the EQWM and the NEQWM in predicting flow separation at the
trailing edge of an airfoil. The results showed that the NEQWM pro-
vided a better qualitative prediction of the wall friction coefficient.
More recently, Chen et al.26 studied SUBOFF-related flows at high
Reynolds numbers using the EQWM and the NEQWM. They system-
atically analyzed the effects of wall models and sampling height on the
time-averaged numerical simulation results. The results showed that
the NEQWM performed better in predicting the surface shear stress of
the hull compared to the EQWM. Additionally, the best numerical
simulation results were obtained when the sampling height was set at
y=d ¼ 0:05. However, some papers have indicated that considering
the pressure gradient term alone does not yield satisfactory results.
Catalano et al.,27 considering the non-equilibrium effects of the pres-
sure gradient in flow past a cylinder, overpredicted the wall friction on
the front of the cylinder.

In general, the prediction errors of WMLES primarily originate
from two aspects. One is the modeling errors of the wall model. The
accuracy of the ALG in predicting separated flows still needs further
verification, and the correct treatment of source term in ODE-based
wall models remains an open problem. Another is the modeling errors
related to the subgrid scale. The computational results from different
SGS models often exhibit differences, especially in the case of near-wall
flow and separated flow. The three-dimensional flow past a cylinder at
a subcritical Reynolds number ReD ¼ 3900 serves as a classic case for
separated flow. Numerous researchers28–31 have conducted physical
experiments on the flow past a cylinder at this Reynolds number,
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providing abundant experimental data for comparison. Many schol-
ars31–34 have used this case to validate newly developed turbulent
numerical simulation methods. Ren et al.23 compared numerical simu-
lation results of the EQWM and detached-eddy simulation for flow
past a cylinder at ReD ¼ 3900. However, they only considered one
sampling height, and they did not provide a detailed comparison of
the computational differences between the EQWM and the NEQWM.
In terms of SGS models, they only presented results for different SGS
models in terms of surface pressure distribution, without further analy-
sis of flow separation and wake characteristics. Therefore, in the pre-
sent study, we numerically simulate the flow past a cylinder at
Reynolds number ReD ¼ 3900 using the open-source computational
fluid dynamics platform OpenFOAM. Three wall modeling
approaches, namely, the ALG, the EQWM, and the NEQWM, are sys-
tematically compared in terms of their predictive accuracy for sepa-
rated flows at different sampling heights, h¼ 2nd and h¼ 4th. In
addition, the effect of different SGS models will be validated in this
paper. We systematically compare five SGS models, including the
Smagorinsky (SMAG) model,1 the k-equation SGS (KSGS) model,6

the wall-adapting local eddy viscosity (WALE) model,5 the dynamic
Smagorinsky (DSMAG) model,3,4 and the dynamic k-equation SGS
(DKSGS) model,7 in combination with wall stress models to assess
their predictive accuracy for separated flows. These five SGS models
encompass algebraic eddy viscosity models, one-equation SGS models,
static SGS models in which the model coefficients are constant and
dynamic SGS models. The aim is to provide a comprehensive assess-
ment of various types of SGS models.

The paper is organized as follows: In Sec. II, we introduce the
SGS models, wall models, computational domain, mesh, and numeri-
cal schemes. In Sec. III, we compare the numerical simulation perfor-
mance of the three wall stress models at two different sampling heights
and the effect of different SGS models. The final conclusions are drawn
in Sec. IV.

II. NUMERICAL METHODOLOGY
A. Governing equations

LES is incapable of resolving vortices of all scales in the flow field.
By applying a filter to the incompressible N–S equations,35 the govern-
ing equations for LES can be obtained as

@~ui

@t
þ @~ui~uj

@xj
¼ � 1

q
@~p
@xi

þ �
@2~ui

@xj@xj
� @sij

@xj
; (1)

@~ui

@xi
¼ 0; (2)

where ~ui (i¼ 1, 2, and 3) is the filtered velocity component in the xi
direction of the flow field, ~p is the filtered pressure of the flow field, �
is the kinematic viscosity of the fluid, and sij is the SGS stress term. sij
is given by

sij ¼ 2
3
ksgsdij � 2�sgs~Sij; (3)

where ksgs is the SGS kinetic energy, ~Sij is the resolved strain-rate ten-
sor, dij is the Kronecker delta, and �sgs is the SGS eddy viscosity. Once
�sgs is determined, sij can be obtained, and Eq. (1) can be closed.

Five classical SGS models and three wall models are used in this
study. The details of them are given in Appendixes A and B.

B. Numerical settings

1. Computational domain, boundary condition,
and mesh

The computational domain and mesh are described below.
Taking the cylinder center as the origin, the x axis represents the
incoming flow direction, the y axis is perpendicular to the incoming
flow direction, and the z axis corresponds to the axial direction of the
cylinder. The computational domain, as shown in Fig. 1, extends to
�15D < x< 30D, �15D < y< 15D, and �pD=2<z< pD=2, in
whichD¼ 0.01 m is the diameter of the cylinder.

As for the boundary conditions, the inlet is set as a uniform
inflow with a velocity of 0.39m/s and zero-gradient pressure condition.
The outlet has a zero-gradient velocity condition, and the pressure
condition is set as 0. The cylinder employs a no-slip velocity boundary
condition and a zero-gradient pressure condition. The remaining
boundaries are set as symmetry boundaries.

Figure 2 shows the overall and local schematics of the computa-
tion mesh. Within the range of r¼ 7D around the cylinder, an O-type
mesh is implemented. The O-type mesh comprises a total of 100 cell
numbers in the radial direction and 200 cell numbers in the circumfer-
ential direction, while the axial direction of the cylinder employs 30
cell numbers. The height of the first layer of mesh cells normal to the
wall is Djj;1 � 5�10�3D, which is larger than 1�10�4D used by Jiang
and Cheng36 and 3:5�10�3D used by Franke and Frank.37 Hence, we
adopted a wall modeling approach. In actual calculations, yþ slightly
exceeds 1, resulting in a final mesh volume of approximately 849 000.
The non-dimensional time step Dt� ¼ DtU1=D is set as 0.039. The
convergence analysis of mesh and time step will be further investigated
in Sec. II C.

2. Numerical schemes

In terms of the discretization scheme for the convective term,
given the relatively coarse grid near the wall in WMLES, employing
the common linear interpolation scheme used in WRLES could poten-
tially introduce numerical oscillations. The use of the upwind scheme
will introduce additional numerical dissipation, but it provides rela-
tively better computational stability. In the present study, all numerical
simulations adopt the linear upwind stabilized transport (LUST)
scheme.38,39 This scheme uses a weighted average of 75% linear central
and 25% linear upwind scheme to compute cell-face values, resulting

FIG. 1. Computational domain.
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in second-order accuracy. In addition, the temporal terms employ a
second-order implicit backward difference method,40 while the diffu-
sion term is discretized using the Gaussian linear conservation scheme.
The coupled pressure–velocity is solved using the PIMPLE algorithm,
with two pressure corrections in each time step.

C. Convergence study of mesh and time step

In order to evaluate the convergence of the current computational
mesh and time step, we conduct the convergence study using different
meshes and time steps. The specific mesh distributions and time step
selections are shown in Table I. Here, Nh, Nr , and Nz represent the

number of cells in the circumferential, radial, and axial directions,
respectively, with NTotal indicating the total cell count. Cases 1 to 3
employ the same computational mesh with varying time steps, primar-
ily aimed at assessing whether the current computational time steps
meet the computational requirements. Cases 1, 4, and 5 use identical
time steps but different computational meshes, serving to verify
whether the present meshes satisfy the computational requisites. All
cases are preliminarily using the WALE model and NEQWM, with a
sampling height of h¼ 4th.

Table II presents the statistical flow quantities of flow past the cyl-
inder. These quantities include the time-averaged drag coefficient Cd ,
root mean square of the lift coefficient (Cl)rms, time-averaged pressure
coefficient Cpb at stagnation point behind the cylinder, the relative
recirculation length Lrec=D, flow separation angle hsep, and Strouhal
number (St). The lift and drag coefficients are defined as

Cl ¼ Fl
1
2qU

21A
; (4)

Cd ¼ Fd
1
2qU

21A
; (5)

where Fd and Fl are the forces acting on the cylinder in the x and y
directions, respectively. A is the frontal area of the cylinder, and U1

TABLE I. Computational cases for convergence study.

Case Nh Nr Nz NTotal Dt�

1 200 100 30 849 000 3:9�10�2

2 200 100 30 849 000 7:8�10�2

3 200 100 30 849 000 1:95�10�2

4 160 80 24 480 000 3:9�10�2

5 240 120 36 1 380 000 3:9�10�2

TABLE II. Statistical flow quantities for flow past a cylinder.

Data from Cd Clð Þrms �Cpb Lrec=D hsep (deg) St

Lourenco28 (Exp) 0.99 � � � � � � 1.19 86 0.22
Norberg29 (Exp) 0.98 0.04–0.15 0.90 � � � � � � � � �
Parnaudeau et al.31 (Exp) � � � � � � � � � 1.51 88 0.208
Ma et al.41 (DNS) � � � � � � 0.84 1.59 88 0.219
Tian and Xiao42 (LES) 0.98 � � � 0.85 1.64 88 � � �
Ren et al.23 (WMLES) 1.000 0.104 0.824 1.662 88.81 0.209
Case1 1.020 0.149 0.908 1.519 85.914 0.207
Case2 0.993 0.102 0.856 1.671 85.428 0.201
Case3 1.007 0.134 0.901 1.557 87.633 0.207
Case4 1.122 0.302 1.057 1.150 86.794 0.202
Case5 0.994 0.116 0.881 1.629 85.293� 0.209

FIG. 2. Computational mesh in (a) global
view on the x-y plane and (b) local view.
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denotes the inflow velocity. The formula for the surface pressure coeffi-
cient is given by

Cp ¼ p� p0
1
2 qU

21
; (6)

where p is the pressure on the surface of the cylinder and p0 is the ref-
erence pressure at the outlet boundary. St is defined as

St ¼ fD
U1

; (7)

where D is the diameter of the cylinder and f is the shedding frequency
of vortices.

From Table II, it can be observed that, except for case 4, the errors
in the computational results compared to experimental and other
numerical simulation data fall within reasonable ranges. Case 4, con-
ducted on a coarser grid, exhibits a shorter length of the recirculation
zone in the numerical simulations. The shorter length of the recircula-
tion zone corresponds to higher lift and drag coefficients, consistent
with the results from previous literature.43,44 Moreover, simulation
conducted on fine grids results in a slightly longer recirculation zone
compared to that on middle grids. This primarily stems from the
refinement of the axial grid, leading to a slight overestimation of the
recirculation zone length, aligning with earlier reports.36,45,46

Figure 3 shows the time-averaged pressure coefficients on the sur-
face of the cylinder. Similarly, case 4, simulated on a coarse grid, exhib-
its a significant deviation from the experimental data, while the results
for other cases agree well with the experimental data. This strongly
affirms that the computational mesh and time step utilized in case 1
meet the computational requirements. Consequently, all subsequent
numerical simulations will be based on the mesh and computational
time step settings established in case 1.

III. RESULTS AND DISCUSSION

In this section, we compare the accuracy of three different wall
models and the combination of different SGS models with wall stress
models. The computational cases are outlined in Table III. For cases
1–6, we compare the accuracy of three different wall models, namely,
the ALG, the EQWM, and the NEQWM. The SGS model used in cases

1–6 is the WALE model. Due to the potential variations in results for
different wall models at different sampling heights, and since sampling
in the first cell off the wall will introduce computational errors,16,22 we
choose two sampling heights: h¼ 2nd and h¼ 4th. The wall-normal
distances from the sampling points to the wall are Dh� 7:62�10�3D
and Dh� 1:86�10�2D, respectively. For cases 7–10, we consider four
SGS models other than WALE, namely, the SMAG model, the KSGS
model, the DSMAG model, and the DKSGS model. The wall model
and sampling height are NEQWM and h¼ 4th, respectively.

Franke and Frank37 suggested that at least 40 shedding cycles are
required to achieve converged time-averaged results. In the previous
study by Parnaudeau et al.,31 60 shedding cycles of temporal data were
used. In the present study, each case was simulated for 780 dimension-
less time units, where the initial 78 dimensionless time units were used
for flow development, leaving 702 dimensionless time units for charac-
terizing the flow. The statistical time span covers at least 175 shedding
cycles.

A. Effect of wall stress models

For the flow past a cylinder at subcritical Reynolds number
ReD¼ 3900, the boundary layer is in a laminar state before flow sepa-
ration, and a periodic shedding of Karman vortex street is formed in
the wake region after flow separation. Table IV presents the statistical
flow quantities for the flow past the cylinder using three different wall
models.

From Table IV, it can be observed that when the sampling height
is set as h¼ 2nd, the ALG yields a longer recirculation length and an
earlier separation location. Parnaudeau et al.31 pointed out that the
agreement of the recirculation length with experimental results is the
most significant indicator of numerical simulation accuracy. In terms
of predicting the recirculation length, the EQWM exhibits the best
agreement with the experimental data, but it predicts a relatively
smaller hsep. The Lrec=D predicted by NEQWMdiffers from the experi-
ment by only 2%, yet it offers a more accurate prediction of the loca-
tion of flow separation. Figure 4 shows the time-averaged wall-normal
velocity gradient for the three wall models at the smaller sampling
height. The location where the velocity gradient transitions from posi-
tive to negative corresponds to the occurrence of flow separation.

The results of h¼ 4th in Table IV indicate that when the sampling
height is set relatively larger, significant differences exist in theFIG. 3. Time-averaged pressure distribution on the cylinder surface.

TABLE III. Computational cases.

Case Wall model SGS model h Dh/D

1 ALG WALE 2nd 7:62�10�3

2 EQWM WALE 2nd 7:62�10�3

3 NEQWM WALE 2nd 7:62�10�3

4 ALG WALE 4th 1:86�10�2

5 EQWM WALE 4th 1:86�10�2

6 NEQWM WALE 4th 1:86�10�2

7 NEQWM SMAG 4th 1:86�10�2

8 NEQWM KSGS 4th 1:86�10�2

9 NEQWM DSMAG 4th 1:86�10�2

10 NEQWM DKSGS 4th 1:86�10�2
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predictions among different wall models. The NEQWM yields the best
results, showing an excellent agreement with the experimental data
overall. On the other hand, the ALG and EQWM produce relatively
larger values for Cd . The main reason for this is that these two wall
models overestimate the negative pressure at the rear of the cylinder,
leading to a significant pressure difference before and after the cylin-
der. Additionally, the flow velocity decreases rapidly behind the cylin-
der, resulting in a relatively shorter length of the recirculation region.
Compared to the experimental data, the ALG and EQWM underesti-
mated the values of Lrec=D by 14.8% and 5%, respectively.

Figure 5 shows the surface pressure coefficients predicted by three
wall models, which are compared with the experimental data from
Lourenco28 and Norberg.29 The stagnation point is at 0�, and the rear
of the cylinder is at 180�. From the comparison, it can be observed that
all three wall models provide satisfactory results at a smaller sampling
height, h¼ 2nd. Prior to flow separation, the boundary layer is in a
laminar state, the flow is under favorable pressure gradient, and all
three wall models predict the pressure coefficient accurately in this
region. However, within the range of 60�–90� where flow separation

FIG. 4. Wall-normal velocity gradients predicted by the three wall models when
h¼ 2nd.

TABLE IV. Statistical flow quantities for flow past a cylinder.

Data from Cd Clð Þrms �Cpb Lrec=D hsep (deg) St

Lourenco28 (Exp) 0.99 � � � � � � 1.19 86 0.22
Norberg29 (Exp) 0.98 0.04–0.15 0.90 � � � � � � � � �
Parnaudeau et al.31 (Exp) � � � � � � � � � 1.51 88 0.208
Ma et al.41 (DNS) � � � � � � 0.84 1.59 88 0.219
Tian and Xiao42 (LES) 0.98 � � � 0.85 1.64 88 � � �
Ren et al.23 (WMLES) 1.000 0.104 0.824 1.662 88.81 0.209
ALG, WALE, h¼ 2nd 1.010 0.123 0.891 1.638 85.261 0.204
EQWM, WALE, h¼ 2nd 1.035 0.165 0.914 1.514 85.365 0.202
NEQWM, WALE, h¼ 2nd 1.010 0.142 0.902 1.549 87.405 0.205
ALG, WALE, h¼ 4th 1.112 0.224 1.015 1.287 85.117 0.199
EQWM, WALE, h¼ 4th 1.078 0.179 0.961 1.436 84.850 0.198
NEQWM, WALE, h¼ 4th 1.020 0.149 0.908 1.519 85.914 0.207

FIG. 5. Time-averaged pressure distribution on the cylinder surface.
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occurs, the result from NEQWM agrees better with the experimental
data. The results from ALG and EQWM are slightly higher than the
experimental data overall. At a larger sampling height, h¼ 4th, discrep-
ancies arise among the three wall models, particularly in the surface
pressure at the rear of the cylinder. The ALG and EQWM overestimate
the surface negative pressure at the rear by 12.8% and 6.8%, respec-
tively. In contrast, the NEQWM continues to exhibit good agreement
with the experimental data.

Figure 6 shows the streamwise velocity and Reynolds stress pro-
files along the wake centerline, predicted by the three wall models at a
larger sampling height, h¼ 4th, in comparison with particle image
velocimetry (PIV) experimental data from Parnaudeau.31 From
Fig. 6(a), we can get a clearer view of the recirculation region length
predicted by the three wall models, with the NEQWM showing better
agreement with the experimental data. Figure 6(b) shows the Reynolds
stress normalized with U2

1. The experimental data display two peaks
before gradually decaying to zero. In contrast, the numerical simula-
tion results exhibit a slight step at the first peak, aligning with many
LES outcomes.31,47

Figure 7 shows the comparison of velocity and pressure contours
between the ALG and NEQWM at a larger sampling height, h¼ 4th.
The velocity contour depicts non-dimensionalized time-averaged
streamwise velocity, divided by the incoming flow velocity. The pres-
sure contour is represented by the coefficient of pressure Cp. From the
velocity contour, it is evident that the ALG predicts a shorter recircula-
tion length at h¼ 4th, corresponding to the data presented in Fig. 6(a).
Additionally, the pressure contour indicates that the ALG yields lower
pressure coefficients at the rear of the cylinder, consistent with the data
shown in Fig. 5(b). In the region of laminar flow prior to flow separa-
tion, both the velocity and pressure contours provide consistent pre-
dictions. This suggests that within the laminar boundary layer, where
the flow approaches equilibrium, the simple ALG can provide reason-
ably accurate predictions.

Figures 8 and 9 show the wake velocity profiles obtained from
three different wall models at x/D¼ 1.06, 1.54, and 2.02 within the
wake region, and they are also compared with the PIV experimental
data by Parnaudeau.31 From Figs. 8(a) and 9(a), when h¼ 2nd, the
streamwise velocity profiles from all three wall models exhibit a

FIG. 6. (a) Mean streamwise velocity and (b) mean resolved Reynolds stress along wake centerline when h¼ 4th.

FIG. 7. Comparison of (a) mean velocity and (b) mean pressure contour normalized by U1 or U21.
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U-shaped distribution, transitioning to a V-shaped distribution down-
stream. The transverse velocity profiles exhibit an anti-symmetric dis-
tribution. Among these, the results from the EQWM and NEQWM
show a better agreement with the experimental data. The results from
ALG show slight discrepancies but are satisfactory overall. Moving to
Figs. 8(b) and 9(b), it can be observed when h¼ 4th, the streamwise
velocity profile obtained from the ALG presents a V-shaped distribu-
tion at x/D¼ 1.06. This is primarily due to errors in the prediction of
the recirculation region length. In summary, at a larger sampling

height, the NEQWM offers a more accurate prediction of the wake
velocity profiles.

Figures 10–12 show the Reynolds stresses obtained from the three
wall models within the wake at x/D¼ 1.06, 1.54, and 2.02. The results
are compared with PIV experimental data by Parnaudeau.31 The
Reynolds stress component u0u0 exhibits a bimodal distribution with
the peaks corresponding to the positions of the shear layers. In the
very near wake region, the predicted Reynolds stress is in reasonable
agreement with the experimental data. However, at x/D¼ 1.54
and 2.02, the Reynolds stress overall underpredicted. This phenome-
non has been observed in other numerical simulations.23,36,47

FIG. 8. Mean streamwise velocity profiles at x/D¼ 1.06, 1.54, and 2.02.

FIG. 9. Mean transverse velocity profiles at x/D¼ 1.06, 1.54, and 2.02.
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From Figs. 10(b), 11(b), and 12(b), it can be observed that at a larger
sampling height, both the ALG and EQWM exhibit significant dis-
crepancies. Particularly in Fig. 11(b), at x/D¼ 1.54, the EQWM
appears to match the experimental Reynolds stress well. The underesti-
mation of the recirculation length and the effect of numerical dissipa-
tion may compensate each other, causing an erroneous agreement
with the experimental data.

Figure 13 shows the contours of the transverse velocity and
Reynolds stress obtained from the NEQWM at h¼ 4th. In these
figures, the three white lines represent the wake cross sections at

x/D¼ 1.06, 1.54, and 2.02. The contour of the transverse velocity
in Fig. 13(a) corresponds to the data shown in Fig. 9(b). Similarly,
the three contours of Reynolds stress in Figs. 13(b)–13(d) corre-
spond to the computational results presented in Figs. 10(b), 11(b),
and 12(b), respectively. From the contours, we can observe that
the transverse velocity and the resolved Reynolds stress u0v0
exhibit an anti-symmetric shape. The contour of the transverse
velocity resembles the shape of a “butterfly.” In addition, the con-
tours of u0u0 and v0v0 display symmetric distributions. For u0u0 ,
there are two maxima on either side of the wake centerline,

FIG. 10. Mean resolved Reynolds stress u0u0 at x/D¼ 1.06, 1.54, and 2.02. FIG. 11. Mean resolved Reynolds stress v0v0 at x/D¼ 1.06, 1.54, and 2.02.
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corresponding to the free shear layer. The v0v0 has a single maxi-
mum, positioned along the wake centerline.

Figure 14 shows the instantaneous vortical structures of the flow
past the cylinder obtained from NEQWM at h¼ 4th, using the iso-
surface of ~XR ¼ 0.5248–50 by the contour of Omega-Liutex. The visuali-
zation is colored by the dimensionless instantaneous streamwise veloc-
ity. Through the three-dimensional vortical structures, we can
distinctly observe the laminar boundary layer of the cylinder flow, vor-
tex shedding points, the free shear layer formed after flow separation,
and the Karman vortex street within the wake.

In terms of turbulence fluctuations, Figs. 15 and 16 show the
power spectra of velocity fluctuations at the location (x/D, y/D)¼ (3,
0) in the wake of a cylinder. The available sample count is 18 000, cor-
responding to a duration of T ¼ 702D=U1, which is approximately
175 shedding cycles. Figure 15 shows the streamwise velocity fluctua-
tion power spectrum obtained from the three wall models, which
exhibit a decay trend of �5/3 (i.e., the inertial subrange). Figure 16
shows the transverse velocity fluctuation power spectrum. The abscissa
at the peak of the power spectrum corresponds to the non-
dimensional shedding frequency St. In Fig. 16(a), for h¼ 2nd, the St of
ALG, EQWM, and NEQWM are 0.204, 0.202, and 0.205, respectively.
In Fig. 16(b), for h¼ 4th, the St are 0.199, 0.198, and 0.207, respectively.
When the sampling height is higher, the results from the NEQWM
closely match the experimental data of Parnaudeau,31 with
St¼ 0.2086 0.002, while the St predicted by the ALG and EQWM are
smaller. Furthermore, in the power spectrum of the transverse velocity
fluctuations, we observe the fundamental and second harmonic peaks
at fvs and 3fvs, respectively, which closely agree with the flow phenom-
ena observed in experiments.30,31 In the power spectrum of the stream-
wise velocity fluctuations, due to the symmetry conditions, only one
prominent peak at 2 fvs should exist at the centerline.41 In the current
study, the peak at 2 fvs is indeed well captured.

B. Effect of SGSmodels

In this part, we study the effect of different SGS models, namely,
the SMAG model, the KSGS model, the WALE model, the DSMAG
model, and the DKSGS model. Since the results of different wall mod-
els have demonstrated that the NEQWM provides the most ideal
numerical simulation results, tests of different SGS models are con-
ducted using the NEQWM and the sampling height is h¼ 4th in this
part.

Table V provides a comparison of the computational cost and
efficiency of different SGS models. Each case was simulated for 780
dimensionless time units, with same partitioning strategy. The ranking
of computational cost from lowest to highest is as follows: SMAG,
KSGS, WALE, DSMAG, and DKSGS. Using the computational effi-
ciency of the SMAG model as the baseline, the computational cost of
dynamic SGS models is notably higher than that of static SGS models.
The WALE model falls between the two in terms of computational
cost.

Table VI provides the statistical flow quantities for cylinder flow
obtained from five different SGS models. In terms of the forces acting
on the cylinder, Fig. 17 shows the time history curves of lift and drag
coefficients computed by five SGS models. Among these curves, those
oscillating around 1 represent the drag coefficient time history, while
those oscillating around 0 represent the lift coefficient time history.
From the time history curves, it can be observed that moments with
higher drag coefficients generally correspond to larger lift coefficient
magnitudes, aligning well with experimental and DNS predictions.
Considering the values in Table VI for Cd and (Cl)rms, it is evident that
different SGS models provide reasonably accurate predictions for lift
and drag forces.

Figure 18 shows the surface pressure distribution around the cyl-
inder, and we compare it with the experimental data from Lourenco28

and Norberg.29 By comparing the results, we can observe that the
curve of the KSGS model is lower than the experimental data in the
range of 50�–100�, while the rest of the SGS models show good overall

FIG. 12. Mean resolved Reynolds stress u0v0 at x/D¼ 1.06, 1.54, and 2.02: (a)
h¼ 2nd and (b) h¼ 4th.
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agreement. From Table VI, it is evident that the pressure coefficients
Cpb at the cylinder’s rear end computed by the KSGS and SMAGmod-
els are slightly lower than the experimental data, which contributes to
the slightly lower time-averaged drag coefficient.

In terms of flow separation prediction, Fig. 19 shows the time-
averaged wall-normal velocity gradients on the cylinder surface pre-
dicted by different SGS models. Considering the flow separation angles
provided in Table VI, it can be observed that on the front half of cylin-
der, the SMAG and KSGS models yield relatively large surface velocity
gradients and consequently predict larger flow separation angles, indi-
cating a significant delay in flow separation. Due to the fact that the
coefficients of the SMAG and KSGS models are constants, their accu-
racy near the wall is noticeably lower. The SGS eddy viscosity near the
wall is overestimated, resulting in higher dissipation, which falsely sup-
presses the occurrence of flow separation. Compared with the static
SGS models, the two dynamic SGS models provide more accurate flow
separation angles. In addition, since the WALE model inherently
accounts for wall effects in turbulence, it also offers accurate predictive
outcomes.

FIG. 13. (a) Mean transverse velocity v and resolved Reynolds stress (b) u0u0 , (c) v0v0 ; and (d) u0v0 contours normalized by U1 or U21.

FIG. 14. Instantaneous three-dimension vortical structures of the flow past the cylin-
der: ~XR ¼ 0:52.
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In terms of the prediction of recirculation length, Fig. 20(a) shows
the streamwise velocity profiles along the wake centerline. Combining
the profile with the values Lrec=D in Table VI, it can be observed that
the DSMAG model predicts a larger recirculation length, while the

KSGS model yields a relatively smaller wake length. The other three
SGS models produce more accurate results. In Fig. 20(b), the Reynolds
stress profiles along the wake centerline are presented. The results
obtained by the SMAG and KSGS models are lower than the experi-
mental data, indicating higher dissipation in these two SGS models.
Additionally, considering the peak position of Reynolds stress, we can
also observe that the DSMAG model overestimates the wake length of
the cylinder.

Figure 21 shows the wake velocity profiles predicted by the differ-
ent SGS models at x/D¼ 1.06, 1.54, and 2.02, together with PIV exper-
imental data from Parnaudeau.31 The streamwise velocity profiles
from five SGS models exhibit a U-shaped distribution initially and
transition to a V-shaped distribution downstream. The transverse
velocity profiles show anti-symmetric distributions. The overall com-
putational results show good agreement with the experimental data,
indicating that both dynamic and static SGS models yield satisfactory
results in regions away from the wall.

FIG. 15. Power spectra of the streamwise velocity fluctuations at (x/D, y/D)¼ (3, 0) in the wake.

FIG. 16. Power spectra of the transverse velocity fluctuations at (x/D, y/D)¼ (3, 0) in the wake.

TABLE V. Computational cost and efficiency of different SGS models.

Case
Computational

cost (s)
Computation
efficiency (%)

NEQWM, SMAG, h¼ 4th 64 374 100
NEQWM, KSGS, h¼ 4th 66 867 103.8
NEQWM, WALE, h¼ 4th 67 031 104.1
NEQWM, DSMAG, h¼ 4th 68 988 107.2
NEQWM, DKSGS, h¼ 4th 72 229 112.2
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TABLE VI. Statistical flow quantities for flow past a cylinder.

Data from Cd Clð Þrms �Cpb Lrec=D hsep ðdegÞ St

Lourenco28 (Exp) 0.99 … … 1.19 86 0.22
Norberg29 (Exp) 0.98 0.04

–0.15
0.90 … … …

Parnaudeau
et al.31 (Exp)

… … … 1.51 88 0.208

Ma et al.41 (DNS) … … 0.84 1.59 88 0.219
Tian and Xiao42

(LES)
0.98 … 0.85 1.64 88 …

Ren et al.23 (WMLES) 1.000 0.104 0.824 1.662 88.81 0.209
NEQWM, SMAG,
h¼ 4th

0.980 0.103 0.859 1.540 95.209 0.214

NEQWM, KSGS,
h¼ 4th

0.977 0.119 0.873 1.437 97.140 0.218

NEQWM, WALE,
h¼ 4th

1.020 0.149 0.908 1.519 85.914 0.207

NEQWM, DSMAG,
h¼ 4th

1.003 0.119 0.888 1.638 85.713 0.205

NEQWM, DKSGS,
h¼ 4th

1.019 0.137 0.912 1.535 85.894 0.204

FIG. 17. Time history of lift and drag force for the cylinder.

FIG. 18. Mean pressure distribution on the cylinder surface by different SGS
models.

FIG. 19. Wall-normal velocity gradients calculated by different SGS models.

FIG. 20. (a) Mean streamwise velocity
and (b) mean Reynolds stress along wake
centerline by different SGS models.
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Figure 22 shows the dimensionless resolved Reynolds stress at
x/D¼ 1.06, 1.54, and 2.02 in the wake predicted by the five SGS mod-
els together with PIV experimental data from Parnaudeau.31 The
Reynolds stress u0u0 exhibits a double-hump shape, with the positions
of the humps corresponding to the shear layer locations. By comparing
the Reynolds stress u0u0 at x/D¼ 1.06, it is evident that the results
from the SMAG and KSGS models are lower than the experimental
data at the shear layers, and the peak Reynolds stresses calculated by
the SMAG and KSGS models are underestimated by 47.8% and 40.5%,
respectively, compared to the experimental data. The main reason is
that the LES model coefficient is problem-dependent. For local com-
plex flows like free shear flow, constant model coefficients inevitably
lead to computational errors, resulting in computed Reynolds stress

FIG. 21. (a) Mean streamwise velocity and (b) mean transverse velocity profiles at
x/D¼ 1.06, 1.54, and 2.02.

FIG. 22. Mean resolved Reynolds stress: (a) u0u0 , (b) v0v0 , and (c) u0v0 at x/D
¼ 1.06, 1.54, and 2.02.
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values lower than the experimental data. The other three SGS models
show better agreement with the experimental data at x/D¼ 1.06.
Additionally, in the downstream part of the wake, the lower resolution
in the x-y plane and relatively higher dissipation lead to the overall
computed Reynolds stress profiles being lower than the experimental
data.

Figures 23(a) and 23(b), respectively, show the comparison of
turbulent eddy viscosity between SMAG and DSMAG models and
KSGS and DKSGS models. Figure 23(c) shows the result of WALE
model. These values have been non-dimensionalized and are repre-
sented by 16 contours of �t=� ranging from 0 to 5. It is evident that
the SMAG and KSGS models, compared to the dynamic SGS models,
exhibit significantly higher turbulent eddy viscosity near the wall and
within the free shear layers. This inevitably leads to higher turbulence
dissipation, which is a primary reason for the substantial deviation in
the resolved Reynolds stress u0u0 , as shown in Fig. 22(a). In addition, it
is worth noting that the WALE model does not encounter the issues
observed in the near-wall and free shear layers as seen in the SMAG
and KSGS models. The modification to the rate-of-strain tensor has
been proven successful. Furthermore, for SMAG and KSGS models,
we observed significantly elevated turbulence eddy viscosity near the
point of flow separation, resulting in delayed flow separation due to
increased turbulence dissipation. This further explains why both the
static SGS models predict a larger flow separation angle. In summary,
the static SGS models with constant model coefficients exhibit lower
predictive accuracy near the wall and within the free shear layer.

Figure 24 provides the contours of instantaneous vorticity within
the z¼ 0 plane of the flow field. The plots display 16 contours of jxjD/
U1 ranging from 0.5 to 10.0. The contours clearly depict the free shear
layers on both sides of the cylinder as well as the Karman vortex street
in the wake. The DKSGS model is able to resolve finer flow structures
due to less dissipation. However, the capturing capability of small-scale
turbulent structures is relatively weaker for the SMAG and DSMAG
models. The overall computational results of the WALE and KSGS
models lie between those of the DKSGS and SMAG models. This
suggests that the DKSGS model, due to its incorporation of SGS turbu-
lence energy transfer effects and dynamic coefficient selection, is a
good choice for wall stress model.

Figure 25 shows the power spectra of velocity fluctuations at the
downstream location (x/D, y/D)¼ (3, 0) for the five SGS models. A
total of 18 000 samples are used, corresponding to a duration of
T ¼ 702D=U1, which is approximately 175 shedding cycles.
Combining these data with the St values in Table VI, the St obtained
from the SMAG, KSGS, WALE, DSMAG, and DKSGS models are
0.214, 0.218, 0.207, 0.205, and 0.204, respectively. Among these, the St
predicted by the SMAG and KSGS models are higher than the experi-
mental data, while the other three models show better agreement with
the experimental data. Furthermore, in the predicted results of differ-
ent SGS models, we observed both the fundamental and second
harmonic in the v-spectra, located at fvs and 3fvs, respectively. In the
u-spectra, we also observed a peak at 2fvs.

IV. CONCLUSION

In this paper, based on the open-source computational fluid
dynamics platform OpenFOAM, we conducted numerical investiga-
tions of the flow past a cylinder at subcritical Reynolds numbers
ReD¼ 3900. To comprehensively evaluate the performance of the
ALG, EQWM, and NEQWM in flow separation, a systematicFIG. 23. Comparison of turbulent eddy viscosity of different SGS models.
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comparison of three wall models was carried out at two different sam-
pling heights (h¼ 2nd and h¼ 4th). Meanwhile, we also compared the
effect of five SGS models used in the wall stress model and their perfor-
mance in flow separation, namely, the SMAGmodel, the KSGS model,
the WALE model, the DSMAG model, and the DKSGS model. We
analyzed the forces acting on the cylinder, flow separation, velocity
profiles of the wake, and Reynolds stresses and compared the results

with the experimental data. We also focused on the vortex system
structure, the turbulent eddy viscosity around the cylinder, and the
velocity fluctuations in the wake. The main conclusions drawn from
this study are as follows.

In terms of predictive accuracy among different wall models, all
three types of wall models yield relatively accurate predictions when
the sampling height is set to h¼ 2nd. Among them, the ALG slightly

FIG. 24. Instantaneous vorticity magnitude (jxjD/U1), shown by 16 contours from 0.5 to 10.0, obtained by different SGS models.
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overestimates the length of the recirculation region by 8.5%, but the
overall computational precision is acceptable. When h¼ 4th, the non-
equilibrium phenomena in the flow at those sampling heights appear
to be more pronounced. In this scenario, the NEQWM still provides
fairly accurate predictions of the recirculation region length, with only
a 0.6% difference compared to the experimental data. However, the
ALG and the EQWM exhibit a noticeable decrease in the overall com-
putational accuracy. Both the two models underestimate the length of
the recirculation region, with underestimations of 14.8% and 5%,
respectively, leading to discrepancies in the velocity profile of the wake
and the Reynolds stress distribution. The negative pressures at the rear
of the cylinder obtained from the ALG and the EQWM are overesti-
mated by 12.8% and 6.8%, respectively, leading to a significant increase
in cylinder lift and drag forces. In terms of velocity fluctuations, all the
power spectra effectively capture a narrow inertial subrange and
exhibit characteristic peaks associated with the vortex shedding fre-
quency. When h¼ 4th, the St obtained from the ALG and the EQWM
are underestimate by 4.3% and 4.8%, respectively. However, the result
of NEQWM agrees with the experimental data well.

The turbulent temporal and spatial scales are directly proportional
to the distance from the wall. As one gets closer to the wall, the turbu-
lent scales become smaller. Moreover, due to the no-slip velocity
boundary condition on the wall, the convection term becomes negligi-
ble. The pressure gradient term gradually diminishes to zero closer to
the wall on account of the zero-gradient pressure boundary condition
on the wall. In the vicinity of the wall, it is reasonable to assume that the
effects of the convection term and the pressure gradient term compen-
sate each other, resulting in a nearly equilibrium flow state.
Consequently, at smaller sampling heights, the ALG and the EQWM
provide more accurate simulation results. However, as the sampling
height increases, the sampled points move away from the wall. In such
situations, the equilibrium state of the flow could potentially be dis-
rupted. This disruption is particularly evident in cases of strong sepa-
rated flows, such as the flow around a cylinder, where the impact of the
pressure gradient term becomes more significant. Here, the NEQWM,
compared to the other two wall models, offers more precise numerical
simulation results. Importantly, the NEQWM is less sensitive to the

choice of sampling height, at least for the physical quantities compared
in this paper, showcasing a high level of robustness.

In terms of the effects of different SGS models, we observe that
the drag and lift forces on the cylinder, as well as the surface pressure
distribution, are not particularly sensitive to the choice of SGS models.
However, in predicting flow separation, the SMAG model and KSGS
model, due to their constant model coefficients, exhibit a noticeable
decrease in the computational accuracy near the wall. The flow separa-
tion angles obtained from SMAGmodel and KSGS model are overesti-
mated by 8.2% and 10.4%, respectively, showing a significant delay of
flow separation. In the wake region far away from the wall, all the dif-
ferent SGS models provide reasonably accurate velocity profiles.
However, in validating the wake Reynolds stress, we find that the
Reynolds stresses predicted by different SGS models are consistently
lower than the experiment data. The peaks of Reynolds stress at the
shear layer predicted by SMAGmodel and KSGS model are underesti-
mated by 47.8% and 40.5%, respectively. The results of WALE model,
DSMAG model, and DKSGS model are underestimated by 13.3%,
17.9%, and 18.7%, respectively. One possible reason for this discrep-
ancy could be insufficient grid resolution. On the other hand, it also
indicates the inherent limitations of static SGS models. Compared with
the DSMAG and DKSGS models, the two static models exhibit higher
SGS eddy viscosity in free shear flows, leading to increased numerical
dissipation. Meanwhile, the WALE model’s SGS eddy viscosity auto-
matically approaches zero in pure shear flow regions, and its results
agree well with experimental data too. Overall, when considering dif-
ferent SGS models in conjunction with wall stress models, the dynamic
SGS models and the WALE model are preferred over the static SGS
models, such as the SMAG model and KSGS model. However, the
computational cost of the WALE model is lower in actual computa-
tions compared to dynamic SGS models, and in high Reynolds num-
ber flows, the improvement in the computational efficiency might be
more pronounced.
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APPENDIX A: SGS MODELS

1. Smagorinsky model

For the SMAG model,1 we use SGS kinetic energy for calcula-
tions and the formula for SGS eddy viscosity is given by

�sgs ¼ CkD
ffiffiffiffiffiffiffi
ksgs

q
; (A1)

where D is the cube root of local cell volume. The SGS kinetic
energy ksgs is obtained by the local equilibrium assumption (the pro-
duction rate equals the dissipation rate),

ksgs ¼
CkD

2j~Sijj2
Ce

; (A2)

where Ck ¼ 0:094 and Ce ¼ 1:048 are the model constants and

j~Sijj ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2~Sij~Sij

q
is the magnitude of the resolved strain rate tensor.

2. k-equation model

As the one-equation SGS models, the KSGS model6 considers the
transport process of SGS kinetic energy. The development of this type
of SGS model is mainly aimed at overcoming the deficiencies of the
local equilibrium assumption between energy production and dissipa-
tion in algebraic eddy viscosity models, particularly for high Reynolds
number flows and insufficient grid resolution. The transport equation
for ksgs can be obtained by solving the following equation:

@ksgs
@t

þ @~ujksgs
@xj

� @

@xj
� þ �sgs

@ksgs
@xj

 !
¼ �sij : ~Sij � Ce

k3=2sgs

D
; (A3)

where Ck ¼ 0:094 and Ce ¼ 1:048 are model constants. The SGS
eddy viscosity in this model is also provided by Eq. (A1).

3. Wall-adapting local eddy-viscosity model

The WALE model5 modifies the strain rate tensor term and
take the rotation rate into account. The formula for calculating the
SGS eddy viscosity is as follows:

�sgs ¼ CwDð Þ2 ðSdijSdijÞ3=2

ð~Sij~SijÞ5=2 þ ðSdijSdijÞ5=4
; (A4)

Sdij ¼
1
2

@~ui

@xk

@~uk

@xj
þ @~uj

@xk

@~uk

@xi

 !
� 1
3
dij

@~uk

@xl

@~ul

@xk
; (A5)

where Cw ¼ 0:325 is the WALE coefficient and Sdij is the traceless sym-
metric part of the square of the velocity gradient tensor. The WALE
model is automatically setting the �sgs to zero in pure shear flow regions,
and damping is not necessary for �sgs in the near-wall region.

4. Dynamic Smagorinsky model

The DSMAG model,3,4 as a dynamic SGS model, dynamically
selects the model coefficient by employing a secondary filtering of
the flow field, also known as the test filter. The SGS eddy viscosity is
given by

�sgs ¼ ðCsDÞ2j~Sijj; (A6)

where the model coefficient Cs is dynamically selected by

C2
s ¼

1
2

LijMij

MklMkl
: (A7)

Here, Lij is the resolved stress tensor, which can be calculated by the
Germano identity,

Lij ¼ d~ui~uj � b~ui
b~uj: (A8)

Mij is calculated by

Mij ¼ 2D2 dj~Sijj~Sij � 2bD2jb~Sijjb~Sij; (A9)

where bD represents the width of the test filter, which is twice the
width of the grid filter.

5. Dynamic k-equation model

For the DKSGS model,7 the SGS eddy viscosity is also provided
by Eq. (A1). However, the model coefficients Ck and Ce are dynami-
cally evaluated, which are similar to those in the DSMAG model,

Ck ¼ 1
2

LijMij

MklMkl
; (A10)

Ce ¼
ð� þ �sgsÞ d~Sij~Sij � b~Sijb~Sij� �bD

k3=2test

: (A11)

Here, Mij and ktest are given by

Mij ¼ �
ffiffiffiffiffiffiffiffi
ktest

p b~SijbD; (A12)
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ktest ¼ 1
2
ðd~uk~uk � b~uk

b~ukÞ: (A13)

APPENDIX B: WALL MODELS

1. Algebraic model

The ALG is mainly based on the law of the wall, where the
dimensionless velocity uþ ¼ u=us and the dimensionless wall-
normal distance x2þ ¼ x2us=� satisfy a linear relationship in the
viscous sublayer and a logarithmic relationship in the logarithmic
layer. The ALG employed in this study adopts Spalding’s law13 for
the law of the wall,

xþ2 ¼ huiþ þ e�jB ejhui
þ � 1� jhuiþ � 1

2
ðjhuiþÞ2 � 1

6
ðjhuiþÞ3

� �
;

(B1)

where Karman constant j ¼ 0:4 and the constant B ¼ 5:5. The
brackets �h i denote averaging in time or ensemble. In ALG, the val-
ues of velocity are sampled from the cell center within the LES
domain. The wall-normal distance from the sampling point to the
wall is the sampling height, h. By solving the non-linear algebraic
equation iteratively, the friction velocity us can be determined.
Then, with the wall shear stress formula sw ¼ qu2s , the correct
boundary conditions for wall shear stress can be obtained.

2. Equilibrium and non-equilibrium ODE-based wall
models

For ODE-based wall models,14 the starting point is the simpli-
fied TBLE. In the inner layer of the boundary layer, the pressure
gradient in the wall-normal direction is assumed to be zero. As a
result, the N–S equations within the boundary layer can be simpli-
fied as25

@

@x2
� þ �tð Þ @ui

@x2

� �
¼ Fi ; i ¼ 1; 3; (B2)

where Fi is the source term,

Fi ¼ 1
q
@p
@xi

þ @ui
@t

þ @

@xj
uiuj: (B3)

The turbulent eddy viscosity is obtained from the mixing
length theory2 with a near-wall damping function,

�t ¼ j�xþ2 ð1� e�xþ2 =AÞ2; (B4)

where A ¼ 17:8. The ODE-based wall models sample Fi from the
LES domain, resulting in a constant source term. Equation (B2),
then, degenerates into an ordinary differential equation. By integrat-
ing Eq. (B2) from the wall to the sampling point, the boundary con-
dition for wall shear stress can be obtained as

swi ¼ l
@ui
@x2

����
x2¼0

¼ qðh
0

dx2
� þ �t

uhi � Fi

ðh
0

x2dx2
� þ �t

( )
; (B5)

where i¼ 1 and 3. l represents the dynamic viscosity of the fluid, h
is the sampling height, and uhi is the velocity at the sampling point
in the LES domain.

The EQWM sets the source terms Fi to zero, such that Eq. (B5)
can be simplified as follows:

swi ¼ l
@ui
@x2

����
x2¼0

¼ quhiðh
0

dx2
� þ �t

: (B6)

The EQWM only requires sampling the streamwise and span-
wise velocity components at the sampling point. Since Eq. (B4)
incorporates the law of the wall that accounts for near-wall velocity
distribution, the EQWM is essentially equivalent to the ALG. The
slight advantage of the former lies in its ability to produce correct
wall shear stress even when the local grid approaches traditional
LES resolution, i.e., when the viscous sublayer and buffer layer are
well resolved.15 However, further validation is still needed to assess
the predictive performance of the EQWM in flows with strong
adverse pressure gradients.

Due to the influence of adverse pressure gradients in separated
flows, the NEQWM retains the pressure gradient term in the source
terms. In such case, Fi can be expressed as

Fi ¼ 1
q
@p
@xi

: (B7)

Different from the EQWM, the NEQWM requires sampling
the streamwise and spanwise velocity components as well as the
pressure gradient at the sampling point.
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