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Abstract

The Sunway TaihuLight supercomputer is the first system with a peak performance greater than 100 PFlop/s
and has been the fastest computer in the world since June 2016[1, 2]. The computer node of Sunway system is
based on a homegrown heterogeneous many-core processor called SW26010, which consists of 260 processing
elements that including both the 4 management processing elements (MPEs) and 256 computing processing
elements (CPEs). OpenFOAM is a leading open source software for Computational Fluid Dynamics(CFD)
but not fully compatible with processor SW26010 since its heterogeneity. Each CPE has its own local device
memory (LDM) space and one needs control manually the data on each CPE’s LDM to take advantage of
powerful accelerating ability provided by these CPEs. Some efforts have been paid to optimize the hot-spots of
OpenFOAM on SW26010 and achieve significant performance improvement. In some cases, the performance
of the CPE cluster on SW26010 is better than that on a single core of Intel(R) Xeon(R) CPU E5-2695 v3.[3].

GAMG solver in OpenFOAM

GAMG (Geometric agglomerated Algebraic MultiGrid) algorithm (see Figure 1) is the main solver in
OpenFOAM, which is usually used to solve the pressure correction Poisson equation. According to the
profiling results, the smoother usually takes more than half in GAMG solving time. The only default smoother
in the latest OpenFOAM version 5.0 is Gauss-Seidel, which is difficult to maintain good parallel efficiency
in the context of unstructured meshes due to its natural sequentiality.[4]. In OpenFOAM, the Gauss-Seidel
smoother is designed to be as the hybrid of Jacobi-type iteration for processor boundary points and real Gauss-
Seidel-type iteration for processor inner points, which make its convergence path depend on the participation
of the matrix and even to diverge if the problem size per processor is not large enough[5]. The worse situation
can be found on SW26010 if we want to take advantage of powerful accelerating ability provided by the CPEs.
The data have to be assigned to CPEs and thus the communication between CPEs become very complicated.

Chebyshev smoother in OpenFOAM

Polynomial smoothers become the nature choice in modern heterogeneous parallel computing system for
a couple of reasons. Firstly, they don’t need to compute communication-intensive inner products for the
determination of the recurrence coefficients, and they only need the matrix-vector multiplication, which is
often highly-optimized. Secondly, they are unaffected by the parallel partitioning of the matrix, the number
of parallel processes, and the ordering of the unknowns[5]. The main drawback is the cost of computing the
upper and lower bounds of eigenvalues of the matrix.
To the authors’ knowledge, the polynomial type smoother in OpenFOAM has not been implemented. In this
paper, we present an implementation of a polynomial smoother in OpenFOAM: the Chebyshev smoother[6]
combined with the Preconditioned Conjugate Gradient (PCG) solver. Figure 2 shows the algorithm, where
the PCG loops are used to obtain the largest eigenvalues since it has same upper bound as for the Chebyshev
iteration in the symmetric case[7, 8]. While the lower bound of eigenvalues in Chebyshev iteration is not so
important since the smoother of MultiGrid in each level only eliminates the errors compared to the local mesh
size. One can simply divide the largest eigenvalue by a constant value to obtain the lower bound of eigenvalue
in that MultiGrid level. The MultiGird convergence does not seem very sensitive to this estimate[4].
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Ωh :

ΩH :

pre-smoothing: Ahũh = bh

scaling: ũh = sf ∗ ũh

residuals: rh = bh −Ahũh

scaling: υ̃h = sf ∗ υ̃h
approximation corrected: ūh = ũh + υ̃h

post-smoothing: Ahūh = bh

restriction:
rH = IHh r

h

interpolation:
υ̃h = IhH υ̃

H

solving(smoothing): AH υ̃H = rH

Figure 1: A two-level GAMG example in OpenFOAM.
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Figure 2: Chebyshev smoother combined with PCG in OpenFOAM.

Implementations and Results

The advantages of Chebyshev smoother make it easier to be fully parallelized compared to Gauss-Seidel
smoother. The kernel in Chebyshev smoother is the matrix-vector multiplication, which has been already fully
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accelerated in previous work done by C. Chang[9]. For the rest of continuous vector operations, we proposed a
unified accelerating interface to involve all of the rest kernels. To improve the efficiency of obtaining the largest
eigenvalue, we also modified the implementation of PCG to reduce the global synchronization according the
algorithm proposed in[10]. The Table 1 shows that the optimized Chebyshev smoother is 3.55x faster the
Gauss-Seidel smoother.

Table 1: Results comparison between Gauss-Seldel and Chebyshev smoother in a simpleFOAM case

Gauss-Seidel Chebyshev
Mesh 50 million, unstructured
MPIs 256 256
time (seconds) 70.49s 19.88s
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